Waves and Fluids

Lecture notes for Spring 2023

Gustav Delius

4/24/23



Table of contents

Welcome

I Waves

1 Deriving the wave equation for a string
1.1 Why waves on a string? . . . . . . ... L

1.2 Linearized tension force . . . . . . . . . . ... . ... .
1.3 Wave equation from Newton’s 2nd law . . . . . . . . ... .. ... .. .....
1.4 Checking dimensions . . . . . . . . .. . L L L

2 d’Alembert’s solution

2.1 Characteristic coordinates . . . . . . . . . . . ...
2.2 General solution of wave equation. . . . . . . . . ... ... ... ... ... ..
2.3 Travelling waves . . . . . . . . . L

2.4 Initial value problem and d’Alembert’s formula . . . . . ... ... ... .. ..

3 Boundaries and Interfaces

3.1 Semi-infinite string with fixedend . . . . . . . .. ... o 0oL
3.2 Semi-infinite string with freeend . . . . . . . ..o oo oL
3.3 Reflection at a change of density . . . . . . .. .. .. ... oL,

4 Bernoulli’s solution

4.1 Separation of variables . . . . . ... ..o
4.2 Finite string with fixedends . . . . . . . . . .. ... L L
4.3 Standing waves and superposition . . . . .. ... Lo oL

4.4 Initial value problem . . . . . . . . ...

5 Harmonic waves

5.1 Harmonic waves . . . . . . . . . . e e e e e e

5.2 Solving PDEs with harmonic waves . . . . . . . . . .. ... ... ... .....
6 Energy

6.1 Energy density . . . . . . . . L

6.2 Energy density of example waves . . . . . . .. ... ... .

6.3 Conservation equation . . . . . . . . . . ... e

H

NeREN BN epIN =)



7 Two-dimensional waves

7.1 Two-dimensional wave equation . . . . . . . . . . ... .o
7.2 Energy of membrane . . . . .. ...
7.3 Travelling plane waves . . . . . . . . . . .. e
7.4 Higher dimensions . . . . . . . . ..

8 Waves on rectangular domain

9 Waves on circular domain

Il Fluids

10 How to describe fluids
10.1 Fluid flow . . . . . . . . e
10.2 Pathlines and streamlines . . . . . . . . . . . .. ...
10.2.1 Pathlines . . . . . . . . . ...
10.2.2 Streamlines . . . . . . . . ..o
10.3 Material derivative . . . . . . . . . . ..
10.3.1 Acceleration of a fluid particle . . . .. ... ... ... ... ......
10.4 Conservation of mass . . . . . . . . . . . . . e e

11 Ideal fluid
11.1 The Euler equations for an ideal fluid . . . . ... ... ... ... ... ....
11.2 Water in a rotating bucket . . . . . .. ..o oo o

12 Bernoulli’s principle and vorticity
12.1 Bernoulli’s principle . . . . . . .. Lo
12.2 Vorticity . . . . . . . o
12.2.1 The evolution of vorticity . . . . . . .. . . .. .. .. ... .......

13 Velocity potential, stream function, and complex potential
13.1 Velocity potential . . . . . . . . .. .. Lo
13.2 Stream function . . . . . . . .. L Lo
13.3 Complex potential . . . . . . . .. .

14 Flow around a cylinder, circulation, and the Magnus effect
14.1 Flow around a cylinder . . . . . . . . . . . .. . . ...
14.2 Circulation . . . . . . . . . e
14.3 Magnus effect . . . . . . . . . L
14.4 A comment on units and dimensions . . . . . . ... ...

15 Why airplanes fly
15.1 Blasius theorem . . . . . . . . . . e

35
35
37
38
38

40

44

49

51
51
52
52
53
55
56
56

59
59
62

64
64
66
67

69
69
71
72

75
75
76
79
81

83



15.2 Kutta-Joukowski lift theorem . . . . .
15.3 Conformal mappings . . . . . ... ..
15.4 Joukouwski mapping . . . . . . .. ..

16 Surface waves 1

16.1 Surface conditions . ... ... .. ..
16.1.1 Kinematic condition . . . . . .
16.1.2 Dynamic condition . . . . . . .

16.2 Linear approximation . . .. ... ..

16.3 Harmonic travelling wave solution . .

17 Surface waves 2

17.1 Pathlines . ... ... ... ......
17.2 Validity of linear approximation . . . .
17.3 Circular waves . . ... ... ... ..

18 Wave packets

18.1 Gaussian wave packet . . .. ... ..

18.2 Moving wave packets and group velocity . . . . . .. .. ... 0oL

18.3 Strange experiences of a water strider

References

101
102
102
104

106



Welcome

These are the lecture notes for Waves and Fluids, part of the 2nd year Applied Maths module
at the University of York in Spring 2023. Each chapter in these notes corresponds to one
lecture.

These notes will be periodically revised. Whenever you spot something that is not quite right,
please email me at gustav.delius@york.ac.uk or submit your correction in the correction form
at https://forms.gle/w17¢19vWnMT7wpLpz7.

This module consists of two topics: Waves and Fluids. In the first half of the term, we will focus
on Waves, while in the second half, we will delve into Fluids. The topics are interconnected
by their use of partial differential equations to describe real-world phenomena in space and
time.

An alternative title for this module could be “Introduction to Continuum Dynamics”. It is
designed to introduce you to the mathematical modeling and analysis of the behaviour of
materials that are treated as continua, or continuous media. Unlike Newtonian Dynamics and
Classical Dynamics, which deal with individual particles, Continuum Dynamics deals with
emergent phenomena created by the interaction of large numbers of particles. It employs
mathematical tools such as partial differential equations.

The concepts and methods presented in Continuum Dynamics form the basis of a large part of
Applied Mathematics. You will encounter them again in future Applied Mathematics modules,
and they are also used in fields such as biology, ecology, medicine, sociology, and economics.
The examples presented in this module are less important than the way of thinking they
introduce.

The goal of this module is to equip you with the skills and knowledge to apply mathematics to
new phenomena in the real world. In your third and fourth year, you will have the opportunity
to deepen this ability through various modules.

Throughout this module, we shall use SI units: length is measured in meters (m), time in
seconds (s), mass in kilograms (kg).


mailto:gustav.delius@york.ac.uk
https://forms.gle/w17c19vWnM7wpLpz7
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Wayves play a fundamental role in our universe, as they are the only means by which information
can propagate through space and time. Some examples of waves that carry information are
well-known, such as sound waves, light waves, radio waves, and the electrical waves that travel
along our neurons. Other examples are less obvious, such as the waves that describe the
motion of particles in quantum mechanics and the gravitational waves that convey the effects
of gravity.

Because waves travel at a finite speed, information can only propagate at the speed of the wave.
This has profound implications, as we see in the theory of special relativity. For instance, we
can observe distant events in the past because some of the light waves that were emitted soon
after the Big Bang, roughly 16 billion years ago, are only now reaching us. These waves are
strongly red-shifted and detectable as microwaves.

The study of waves is not only important from a theoretical perspective, but also from a
practical standpoint. Waves play a vital role in our modern technological world. Advances
in our understanding of how to generate and control electromagnetic waves have led to the
development of essential technologies such as radio, radar, and mobile phones.

Furthermore, understanding how waves propagate can also help us prepare for and prevent
potential threats. For instance, studying how pests spread in the form of invasion waves into
previously uninfected areas can help us develop effective interventions to prevent their spread.
Similarly, understanding how density waves form in traffic flow and lead to traffic jams can
help us design interventions to improve traffic flow and reduce congestion.

By studying waves, we can gain insights into the underlying mechanisms that govern a wide
range of phenomena, from the behaviour of subatomic particles to the dynamics of traffic
flow. These insights can be applied in various fields, including engineering, medicine, and
environmental science. By deepening our understanding of waves, we can continue to make
advancements in technology and address real-world challenges in a more effective manner.



1 Deriving the wave equation for a string

You find content related to this lecture in the textbooks:

o Knobel (1999) chapter 7

o Coulson and Jeffrey (1977) sections 17 and 19
» Baldock and Bridgeman (1983) section 1.10.3
o Simmons (1972) section 40

1.1 Why waves on a string?

The great diversity of waves in nature means that we need to choose some concrete wave
phenomenon to concentrate on to start our investigation. In this module we will concentrate
on the waves on a string (think of a guitar string) and generalise to waves on a membrane
(think of the membrane of a drum). By studying this in detail you will develop the intuition
and the skills that will allow you to understand other wave phenomena later. We’ll come back
to waves at the end of the part on Fluid Dynamics when we study waves on the surface of a
fluid.

Personally I like studying vibrating strings because they are at the foundation of superstring
theory. This is a “Theory of Everything” that posits that elementary particles are actually
tiny strings, with different vibrational states corresponding to different elementary particles.
As a Ph.D. student I showed how, if these strings move in certain higher-dimensional group
supermanifolds, they behave like the elementary particles of our standard model of particle
physics, including the chiral fermions. If we ignore the bit about group supermanifolds for
the moment, the maths behind string theory is no more complicated than the maths we will
discuss in this module and the partner module on quantum mechanics.

We consider a flexible, elastic string of linear density p (mass per unit length), which undergoes
small transverse vibrations. (For example, it can be a guitar string.) The transverse vibrations
mean that the displacements of each small element of the string is perpendicular to its length.
We assume that the string does not move longitudinally (i.e. parallel to its length). Let y(x,t)
be its displacement from equilibrium position at time ¢ and position x (see Fig. Figure 1.1).

The string is sufficiently simple so that we can understand it by pure thought. We will derive
from first principles a PDE that describes its motion (the wave equation) and then solve it for
various initial conditions. I find it amazing that this is possible.



Figure 1.1: A string stretched in the x-direction and vibrating in the y-direction.

To achieve this mathematical understanding we will need to make several simplifications and
approximations. For example, we neglect that the string is made up of lots of individual atoms
and instead we will pretend that the mass is spread out continuously along the string. This is
known as the continuum approximation and we will meet this again in the fluid dynamics
part of this module.

To derive the equation of motion of the string we first need to discuss the force acting on
it which we will do in the next section. Then in the section after that we can plug this
into Newton’s second law and out pops the wave equation. Along the way we will make
approximations that allow us to linearise the equations.

1.2 Linearized tension force

We consider a small segment of the string between any two points x and at  + dx as shown
in Fig. Figure 1.2. We want to determine the force that is acting on this segment, so that we
can later determine its motion using Newton’s second law. We will concentrate on only the
tension force of the string and ignore less important effects like gravity, friction, or stiffness.

We assume that the tension force T'(x) has constant magnitude throughout the string: |7'(x)| =
T. However its direction varies along the string, because it always acts in the tangential
direction. At interior points the tension force pulling to one side will balance that pulling
in the other direction. The net tension force on the segment will thus be determined by the
tension forces at its ends. We have drawn these forces schematically in Figure Figure 1.2 where
we have also split them into their  and y components.

The total force acting on the segment is
F=T(x+dx)—T(x). (1.1)
We first consider the y component

T,(z) = Tsin0(x), (1.2)
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Figure 1.2: The tension forces acting on a segment of the string between = and = + dz.

where 6(z) is the angle that the string makes with the horizontal at z. The slope of the string
at x is 9
a—z = tanf(x). (1.3)

We are now going to simplify the expressions by assuming that the slope and thus 6 is small,
0 << 1. Then, by Taylor expansion,

sinf =60+ O(6%), tand =0+ O(6?). (1.4)

We ignore all terms that are higher order in §. This is known as the linear approximation. It
is done very often, because it leads to linear equations that are so much easier to solve. So

F,=T,(z+d0z)—T,(v)
= T'sinf(z + éx) — T'sinf(x) (1.5)
~T(0(x+ox)—6(x)).

We do another Taylor expansion and ignore higher-order terms in dz, which is fine because we
want to look at only an infinitesimally small segment of string.

O(x + dz) = 0(x) + 51‘% + O(6x)?

Ox 1.6)
00 (1

~ 0(x) + 5308—33.

Substituting this into Eq. 1.5 gives
00
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We would like to express this in terms of y instead of 6, which we can do by observing that

y
0~ tanf = = 1.8
so we finally have
~Tos Y

We deal with the x component of the force similarly, using the Taylor expansion of cosf =
1+ 0(0%):
F, = T,(x + 62) — T, ()
=T cosf(zx + dx) — T cos () (1.10)
~T—-T=0.
So in our approximation of small slope, there is no movement in the x direction. The string
vibrates purely transversally.

1.3 Wave equation from Newton’s 2nd law

To determine the motion in the y direction we use Newton’s second law

ma, = F,, (1.11)
where a,, is the acceleration in the y direction,
0%y

and m is the mass of the infinitesimal segment which is obtained as the density times the
length,
m = péz. (1.13)

We assume that density p is constant along the string. Plugging this together with our expres-
sion for F, into Newton’s second law gives

0%y 0%y
We can cancel the dx and divide by p which finally gives us the wave equation
Py ,0%
— === 1.15
8z~ ¢ Ba2 (1.15)
with wave speed
T
c=]—. 1.16
5 (1.16)

Why we call the constant ¢ the wave speed will become clear in the next lecture.
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1.4 Checking dimensions

After having derived an equation, it is always wise to check that its dimensions work out
correctly.

We use square brackets to denote the dimension of a quantity. So [y] = L says that y has
dimension of length, [m] = M says that m has dimension of mass, and [t] = T says that ¢ has
dimension of time. ! The dimension of both sides of an equation has to agree, so

0%y L 0%y o 1
o = [c?]=. 1.1
S| = = ||~ e (1.17)
This shows that [¢] = L/T, so it has the dimension of a velocity. Because T is a force we have
[T] = ML/T?. The density p has [p] = M/L. So

(1.18)

’ﬂ.\ S

[c] =

ERE S

This completes our check of the dimensions.

!Note the conflict of notation where we used T for the tension force while it is also the conventional symbol
for the dimension of time. Such conflicts happen from time to time — the context determines the meaning
of the symbol.
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2 d’Alembert’s solution

You find content related to this lecture in the textbooks:

o Knobel (1999) chapter 8
o Coulson and Jeffrey (1977) sections 7 and 11
« Baldock and Bridgeman (1983) section 2.1

In this lecture, we consider an infinitely long string (this is physically justified if we consider
waves propagating far away from any boundaries). Mathematically, this means that we are
looking for solutions of the wave equation

2y —c20%y =0 (2.1)

on the whole real axis —oco < & < +00. Note that I have switched to the convenient no-
tation using subscripts on derivatives to specify the variable with respect to which we are
differentiating.

2.1 Characteristic coordinates

To solve the wave equation we use the method of characteristics, which involves a change of
variables that makes the equation much simpler. We change from the variables  and ¢ to the
characteristic coordinates
E=x+ct, n=uz—ct. (2.2)

By this we mean that for any function y that depends on the variables x and ¢ we can introduce
a function ¢ that depends on the variables £ and 7 in such a way that it has the same values
as y:

y(x,t) = g(&(x,t),n(z,t)) for all x,t. (2.3)
It is a conventional abuse of notation to drop the tilde and denote both functions by y. We
will follow this abuse of notation.

We need to express the derivatives with respect to ¢ and x via the derivatives with respect to
¢ and 7. This is done using the chain rule:

oyoc oy on
“ oot T on ot (2.4)
=c (85 - an) Y

0ry
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and

o 0 0y on
v 0¢ 0xr  On Ox (2.5)
= (85 + 877> Y.
Hence
0, =c(0:—0,), 8,=0:+0,. (2.6)

Substituting these into the wave equation, we find that
2 2
¢® (0 — 877) y—c? (0 + 877) y =0. (2.7)
Expanding the squares and cancelling terms gives
—4c20:0,y = 0. (2.8)

We can divide both sides by the nonzero constant —4c?. Thus the wave equation simplifies
to

00,y = 0. (2.9)

While here we have seen that the method of characteristics simplifies the wave equation, its
applications extend far beyond this specific example. The method of characteristics can be
used to solve a wide range of partial differential equations that arise in various areas of applied
mathematics, including fluid dynamics. It can also be used to study the behaviour of complex
systems, such as traffic flow, chemical reactions, and population dynamics. The key idea
behind the method of characteristics is to transform a partial differential equation into a
system of ordinary differential equations along characteristic curves, which can then be solved
using standard techniques.

2.2 General solution of wave equation

The wave equation in characteristic coordinates is really easy to solve. First, we integrate
Eq. 2.9 in the variable &:

/ 00, (E.m) dE = 0

< 0(&m) = F(n)

where F is an arbitrary function of one variable !.

(2.10)

“You can verify that this is true by direct differentiation of Eq. 2.10 with respect to &.

14



i Note

When we integrate a function of two variables in one of the two variable, we need to
add to the result an arbitrary function of the other variable. This is similar to adding a
constant of integration when we integrate a function of one variable.

Now we can integrate Eq. 2.10 in the variable 7:

y(En) = / 0,(E.m) dn

=/F(n>dn+g(£) (2.11)
= f(n) +9(&),

where ¢g(§) is an arbitrary function of one variable and f’(n) = F(n). Note that since F is
arbitrary, so is f.

Returning to variables  and ¢, we can write the general solution of the wave equation as
y(x,t) = f(x —ct) + g(z + ct) (2.12)

where f and g are arbitrary functions of one variable.

2.3 Travelling waves

We will now gain an initial understanding of this solution by visualising the two special cases
where either f or g are zero.

If g =0, then y(x,t) = f(x — ct). At t =0, the string has the shape described by the graph
y = f(z). At time ¢ > 0, it will have the same shape relative to the variable n = x — ct:
y = f(n). Since x = n + ct, this means that the graph of y as a function of x for a fixed t > 0
is the graph of f(z) shifted to the right (in the direction of positive z) by distance ct.

If f =0, then y(x,t) = g(x + ct). At t =0, the string has the shape described by the graph
y = g(x). At time t > 0, it will have the same shape relative to the variable £ = x + ct:
y = g(&). Since x = £ — ct, this means that the graph of y as a function of = for a fixed ¢t > 0
is the graph of g(z) shifted to the left (in the direction of negative z) by distance ct.

Thus, f(x — ct) and g(x + ct) describe waves that propagate (without changing shape) to the
right and to the left, respectively, and the general solution Eq. 2.12 represent the sum of such
waves.

15



2.4 Initial value problem and d’Alembert’s formula

The initial-value problem is to solve the wave equation
02y — 292y =0 (2.13)
for —oo < & < 400 and 0 < t < 400 with the initial conditions
y(x,0) = yo(z), dyy(x,0) = vy() (2.14)

for —oo < & < +o00, where y, and v, are given functions of x. The first of the two initial
conditions prescribes the initial displacement of the string, the second the initial velocity.

To solve an initial value one has to substitute the general solution into the initial conditions.
We substitute the solution from Eq. 2.12 into the initial conditions in Eq. 2.14 and obtain

Yo(x) = f() + g(x), (2.15)
vo(x) = —cf' () +cg' (). (2.16)

So we have two equations for the two unknown functions f and g. To solve them, we first
integrate Eq. 2.16:

x
—cf(x) +cg(z) = / v(s)ds +a =V (x), (2.17)
0
where a is an integration constant and V'(z) is just introduced to save writing below.
Next, we add and subtract Eq. 2.15 and Eq. 2.17 divided by c¢. This results in

o) = - Vi) = 2.f(a),

Yo(x) + % V(z)=2g(z),

(2.18)

which implies that
1 1
f(z) = 5240(33) 9 V(z),
. 10 (2.19)
V(z).

9() = 5 0(2) + o

Substituting these into the formula for the general solution, we get

1 1
y(x,t) =3 Yolx —ct) — % V(x —ct) 2.20)

1 1
+ iyo(x—l—ct) + %V(x+ct)

y(x,t) :% [Yo(z — ct) + yo(2 + ct)] (2.21)

+ 2% [V(z+ct)—V(z—ct)].

16



Note that only the difference V(x4 ct) —V (z —ct) appears, so the integration constant cancels
and we can combine the two integrals into one because

atct z—ct
V(iz+ct)—V(x—ct)= / vo(s) ds — / vo(s)ds
‘;m 0 (2.22)
= / vo(s) ds.
wct
Using this, we have

otct

y(x,t) = %[yo(a: +ct) +yo(z—ct)] + % / vo(s) ds. (2.23)
wct

This is the solution formula for the initial-value problem (Eq. 2.13, Eq. 2.14) and it is called
the d’Alembert formula.

Remark. Once we have the d’Alembert formula, we can consider solutions of the initial-value
problem (Eq. 2.13, Eq. 2.14) corresponding to piecewise smooth (or even piecewise continuous)
initial functions y,(z) and vy(x). This will result in generalised solutions of the wave equation
which are defined everywhere in the upper half of the (x,t) plane except for a finite number
of lines where values of y(z,t) and/or its first derivatives are discontinuous.

17



3 Boundaries and Interfaces

You find content related to this lecture in the textbooks:

o Knobel (1999) chapter 9
« Baldock and Bridgeman (1983) section 2.1 and 2.5

We have seen that the solutions of the wave equation predict right- and left-moving waves that
travel without changing their shapes. Eventually, in the real world at least, these waves are
going to reach the end of the string. What will happen then? We know that the energy that
is carried by the wave can not simply disappear. So we expect the wave to be reflected. But
how is it reflected in detail?

3.1 Semi-infinite string with fixed end

Let us consider the case where a right-moving wave hits the right end of the string. We choose
the z-coordinate so that the end is at x = 0. Thus we consider the wave equation on the left
half-line —oo < & < 0. In this section we consider the case where the end of the string is fixed,
so we impose the boundary condition

y(0,t) =0 forallteR. (3.1)

This is known as a Dirichlet boundary condition.

We recall the general solution of the wave equation:
y(x,t) = f(x —ct) + g(x + ct). (3.2)

As we know, the function f gives the shape of the right-moving wave. Imposing the boundary
condition will tell us what g has to be, i.e., it will determine the shape of the left-moving
reflected wave. Substituting the general solution into the boundary condition gives

y(0,1) = f(—ct) + glct) = 0. (3.3)
This holds for any value of ¢, so

g(s) =—f(—s) forall se€R. (3.4)

18



This tells us that the reflected wave is the negative of the incoming wave and is flipped front-
to-back. Thus the solution is

y(z,t) = f(x —ct) — f(—x —ct) for all z <O0. (3.5)

This is illustrated in Figure 3.1.
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Figure 3.1: Reflection off a fixed end. Dashed line: incident right-moving wave. Solid line:
wave interacting with the boundary. Dashdotted line: reflected left-moving wave.
The reflected wave has the same shape as the incident wave but is flipped in both
y and z.

3.2 Semi-infinite string with free end

Consider now a semi-infinite string (0 < z < co) with a free end at x = 0 (e.g. the end of the
string can be attached to a small ring, which in turn can slide along a vertical rod without
friction). This means that the vertical component of the tension force applied to the end of
the string must be zero, which in turn means the string must be horizontal at z, i.e., we have
the boundary condition

0,y(0,t) =0 forallteR. (3.6)
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Conditions which specify the value of the normal derivative of the unknown function at the
boundary are called Neumann conditions. So, here we have the homogeneous Neumann con-
dition at x = 0. We now substitute the general solution. First we calculate its derivative

O, y(z,t) = f'(x—ct)+ g (x + ct) (3.7)
and thus the boundary condition says that
0,y(0,t) = f'(—ct)+ g'(ct) =0 forall t € R. (3.8)
Integrating this gives
%f(—ct) + %g(ct) = constant. (3.9)

Changing the constant only moves the string up or down on the y axis. We choose it to be
zero. Because the boundary condition holds for all times, we have that

g(s) = f(—s) forall s€R. (3.10)

Thus the reflected wave has the same shape and the same sign as the incoming wave, but it is
still flipped front-to-back.Thus the solution is

y(z,t) = f(x —ct) + f(—x —ct) forall z <O0. (3.11)

This is illustrated in Figure 3.2.

3.3 Reflection at a change of density

Consider two semi-infinite strings joined at the origin. The string on the left (x < 0) has
constant density p; and the string on the right (z > 0) has constant density p,. Let y; and
Yo be the displacements of the two strings. Since the strings have different densities, the wave
speed in the two strings will be different:

T T
cp=4/— and ¢y =4/—. (3.12)
P1 P2

Suppose that we have a wave travelling to the right on the first string (an incident wave).
When the wave meets the change in density, it will be partially reflected (back to the region
x < 0) and partially transmitted (forward to the region z > 0). Waves travelling in the interval
x € (—00,0) are described by the wave equation with wave speed c;; waves travelling in the
interval x € (0, 00) are described by the wave equation with wave speed c¢,. This is illustrated
in Figure Figure 3.3.

Therefore, we can write

J(o.) = {m,t) = file =) + frla+eit), @ <0 (3.13)

Yo(z,t) = fr(z —cot), x>0

20
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Figure 3.2: Reflection off a free end. Dashed line: incident right-moving wave. Solid line: wave
interacting with the boundary. Dashdotted line: reflected left-moving wave. The
reflected wave has the same shape as the incident wave but is flipped in x.
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Figure 3.3: A right-moving wave being partially reflected and partially transmitted at the

interface between two strings with wave velocities ¢; = 1 (on the left half-line) and
¢5, = 2 (on the right half-line). Dashed line: incident right-moving wave. Solid line:

wave interacting with the interface. Dashdotted line: partially reflected left-moving
and partially transmitted right-moving wave.
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where f;, fr and fr represent the incident, reflected and transmitted waves, respectively. At
the point of contact of the two strings (x = 0), we impose the following two conditions:

y1(0,t) = y5(0,¢) for all ¢, (3.14)

0,y,(0,t) = 0,y5(0,t) for all . (3.15)

Condition 3.14 says that the solution for the combined string should be continuous at = 0
(because the strings are attached to each other at the point). Condition 3.15 states that the
slopes of the strings at = 0 should be the same (if this is not so, there will be a finite force
applied to an infinitesimal part of the combined string at x = 0, producing unphysical infinite
acceleration).

Suppose that the incident wave is given, i.e. the function of one variable f; is known. Can we
find fp and f7

Substitution of Eq. 3.13 into condition Eq. 3.14 yields

fi(=cit) + frlct) = fr(—cot) for all ¢ (3.16)

or equivalently (writing s = ¢;t)

f1(=s)+ fr(s) = fr <_c S) for all s. (3.17)
1
Similarly, on substituting Eq. 3.13 into condition Eq. 3.15, we find that
Fi(—ext) + frlent) = fi(—eyt) for all (3.18)
or
f1(=s)+ fr(s) = fr (_c s) for all s. (3.19)
1

Integrating this equation in s, we get
—f1(=s)+ fr(s) = —— fT (—1 s) for all s. (3.20)
Eliminating fz(s) from Eq. 3.17 and Eq. 3.20, we obtain
2f1(—s) = ( ) fr (— s) for all s. (3.21)
€1

or, equivalently,

~ 2¢, ~ ~
5) = 5 for all s 3.22
(s = 22 gy (25) (3.2
where § = —(cy/c;)s. Eq. 3.22 defines the function (of one variable) fr in terms of known

function f;.
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To find fg, we substitute Eq. 3.22 into Eq. 3.17. This yields the formula

Co—C
Ccy + 0

fr(s) = fr(=s) for all s. (3.23)

Finally, on substituting Eq. 3.22 and Eq. 3.23 into Eq. 3.13, we get the solution formula
— e )+ Apfi(—x —cyt), <0
y(z,t) = fi(@ fll ) rff(—z—ct), = (3.24)

Arfy (g(az—czt)>, x>0

where A (the ratio of the amplitude of the reflected wave to that of the incident wave) and
Ay (the ratio of the amplitude of the transmitted wave to that of the incident wave) are given
by
cy—C 2c
A, =21 A, = zZ_ 3.25
RT T T oha (3.25)

To check whether our answer makes sense, it is useful to consider a few limit cases.

i. If p; = py, then ¢; = ¢y, and we have Ap = 0 and A, = 1 (as one would expect for an
infinite homogeneous string).

ii. If p; < py (the first string is much lighter than the second one), then ¢; > ¢,, and we
have Ap ~ —1 and A; = 0 (so that the heavy string effectively arrests the displacement
at z = 0 as if the right end of the first string was fixed).

iii. If p; > p, (the first string is much heavier than the second one), then ¢; < ¢,, and we
have Ap ~ 1 and Ap = 2 (so that the light second string does not effect the displacement
at = 0 as if the right end of the first string was free).
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4 Bernoulli’s solution

You find content related to this lecture in the textbooks:

o Knobel (1999) sections 11.2 and 11.3, chapters 13 and 14
o Baldock and Bridgeman (1983) sections 3.1, 3.2, 3.3
o Simmons (1972) sections 39 and 40

We will now solve the wave equation again in a totally different way from d’Alembert, following
instead Bernoulli. This is a method you have seen before, namely the method of separation of
variables.

4.1 Separation of variables

We make the Ansatz that the solution factorises into one function of only x and one function
of only ¢:
y(w,t) = X(2)T(0). (4.1)

Substituting this into the wave equation

O2y(a,1) = 5 0Ry(r, 1) (4.2)
we get
X" (2)T(t) = C%X(:J;)T”(t). (4.3)

We divide both sides by X (z)T'(t), which will separate the variables:

X'@) _ 17()
X(z) 2T (44)

It the last equation, we have a function of x only on the left hand side and a function of ¢ only
on the right hand side. The equation must hold for all  and t. This is only possible if both
functions are equal to a constant. It will turn out to be convenient to write this constant as
—k? for some new constant k. Thus we set

X//(x) B lT”(t)
X(x) e T(t)

= —k2. (4.5)
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This means that X (z) and 7'(¢) must be solutions of the ODEs
X" =—k?X and T = —k2cT. (4.6)
The general solutions of these ODEs are

X(z) = A sin(kz) + B cos(kx),

T(t) = F sin(ket) + G cos(ket), (4.7)

where A, B, F', G and k are arbitrary constants.

4.2 Finite string with fixed ends

Bernoulli was most interested in the finite string. Let us put the ends of the string at z = 0
and ¢ = w. Now let the ends of the string be fixed. This means that we need to impose
homogeneous Dirichlet boundary conditions

y(0,t) =0 and y(mt)=0 forall ¢ (4.8)

These conditions will be satisfied if X(0) = 0 and X (7) = 0. Imposing the condition X (0) = 0
on the general solution for X (z), we find that we need B = 0. We then have from X (7) =0
that

Asin(km) = 0. (4.9)

The last equation implies that either A = 0 or sin(k7) = 0. We reject the first option because
it results in a zero solution. The second option yields

sin(fkn) =0 =keZ. (4.10)

Thus, for each integer k& we have a solution of the wave equation of the form

yi(z,t) = sin (kz) (F}, sin(kct) + G, cos(kct)) (4.11)

4.3 Standing waves and superposition

The solutions we obtained in the previous section are standing waves. They don’t change their
shape and don’t move, only their amplitude oscillates with time. In the lecture videos I make
various sketches and animations to illustrate this.

So we now have a stark contrast between what d’Alembert found and what Bernoulli found.
According to d’Alembert, the solutions of the wave equation are travelling waves of arbitrary
shape. According to Bernoulli, the solutions are standing waves that have sine shape. It is
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always wonderful when one has two very different ways of looking at the same phenomenon.
That is where deep understanding comes from.

To resolve the apparent conflict between d’Alembert’s solution and Bernoulli’s solution we
have to use the superposition principle: For any set of linear homogeneous equations, any
sum of solutions is also a solution.

Since the wave equation is linear and also the boundary conditions we imposed were linear, a
linear combination of any number of harmonic standing waves is also a solution. So, we can
construct a general solution of the wave equation by summing up all ! the harmonic standing
waves from Eq. 4.11:

y(x,t) = Z sin (kx) (F}, sin(kct) + G}, cos(ket)) . (4.12)
k=1

Here the G}, and the F}, are undetermined constants, to be fixed from the initial conditions.

The resolution of the apparent paradox is that a superposition of standing waves can give a
travelling wave, and that a superposition of sine waves can give any shape.

4.4 Initial value problem

In Section 2.4 we imposed initial conditions on d’Alembert’s general solution and obtained
d’Alembert’s formula in Eq. 2.23. We now similarly impose initial conditions on Bernoulli’s
solution. Suppose now that we are given the initial conditions

y(x,0) = yo(x), Oy(z,0) =vy(x) forz e 0,n]. (4.13)

We want to use these initial conditions to determine the unknown coefficients Fj, and G/, for all
k € N. As always, the procedure is to substitute the general solution into the initial conditions.
When we substitute Eq. 4.12 into Eq. 4.13 we get

Yo(x) = Z Gy, sin (kx), wvy(z) = Z Fy kc sin (kz) . (4.14)
k=1 k=1

These formulae look like Fourier series for the functions y, and v,. So, to find the coefficients
F, and G, we have to perform the inverse Fourier transform. This uses the identity

s

/sin (kx)sin(lx)dz = géklv
0

'We do not need negative k because they will produce the same solutions, and we do not need k = 0 because
it yields zero solution. Also, we have absorbed the constant A into the constants F}, and G.

27



where §;; is the Kronecker delta:

1 if k=1
5kz: .
0 if k+1

We multiply each of Eq. 4.14 by 2/ sin(lz) and integrate over the interval [0, 7]:

s

2 [wo(wsintiz)as = S 6, / sin () sin (1)

k=1 o

Z Giop =
k=1

2
- (lx) F. k (k lz)dx
71_/vo( ) sin(lx) Z i ke /sm x) sin(lx)

0

= Fykedy = Flc
k=1

(4.15)

(4.16)

Thus we know how to determine the constants Fj, and G, in the general solution Eq. 4.12 so

as to satisfy given initial conditions.

The method of separation of variables that we have used in this lecture to solve the wave
equation is a powerful technique that can be used to solve a wide range of partial differential
equations beyond the wave equation. The idea behind this method is to assume that the
solution of a partial differential equation can be expressed as a product of two functions, one
depending only on the spatial variables and the other only on the temporal variables. This
reduces the partial differential equation to a set of ordinary differential equations, which can be
solved independently. You will encounter this method repeatedly, in fluid mechanics, quantum

mechanics, mathematical ecology and epidemiology and many other fields.
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5 Harmonic waves

You can find related material in the textbooks:

o Coulson and Jeffrey (1977) section 3
« Baldock and Bridgeman (1983) and Bridgeman section 1.7

5.1 Harmonic waves

Harmonic waves are waves that are described by sines and cosines. A travelling harmonic wave
can be written as
y(x,t) = acos (kx — wt + ¢) (5.1)

y(x,t) = acos (QW(%QC —vt)+ ¢) (5.2)

where a is the amplitude, k the wave number, v the frequency, ¢ the phase, and where
k=2rk and w= 27w (5.3)

are the angular wave number and the angular frequency, respectively. Note that k and w
are used more often by mathematicians than k and v and that the prefix ‘angular’ is often
discarded.

1 Terminology

o Frequency = number of cycles (oscillations) per unit time.
o Wave number = number of cycles (oscillations) per unit length.
o Period = time P needed to complete one cycle (oscillation):

1_27T

P=- 5.4
voow (54)
o Wave length = distance between two consecutive wave crests (peaks):
1 27
A== =", 5.5
- =3 (55)
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o Wave speed = speed at which the wave is travelling:
= —. (5.6)

(Sometimes, the wave speed is also called the phase speed.)

The harmonic wave Eq. 5.1 can be written as
y(z,t) = acos (kr — wt + @)
= Re (aei?eikz=wt) (5.7)
= Re (Aei(kwfwt)> ’

where we have included the phase factor e*? into the complex amplitude: A = ae*®.

Consider now the complex function
y(x,t) = Aeilke—wk) (5.8)

for any A € C, any k € R and some w(k). Substituting this into the wave equation gives us an
equation for w(k):
D2y =202y = —wrA=—CK*A. (5.9)
Therefore, if
w(k) = +ck (5.10)

then the complex function in Eq. 5.8 is a solution of the wave equation. We will refer to these
complex solutions as complex harmonic waves. They are often more convenient to work with
than their real counterpart in Eq. 5.1.

Eq. 5.10 is an example of a dispersion relation. It states that for the wave equation, w is
proportional to k. But complex harmonic waves can also solve other PDEs, as we will see in
the next subsection, and that will lead to more complicated dispersion relations.

5.2 Solving PDEs with harmonic waves

1 Important

Any linear homogeneous PDE (in variables x and t) with constant coefficients has complex
harmonic wave solutions Eq. 5.8 for some w(k).
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Example 5.1. Consider the damped string (with friction force proportional to velocity):
Zy=c?02y—pd,y where p>0. (5.11)

Substituting the complex harmonic wave from Eq. 5.8 into this equation, we obtain the dis-

persion relation
—w?y = —c?k%y + ipwy. (5.12)

Cancelling the y we obtain a quadratic equation for w? which has the complex solution
w:—@i 6214,'2—]?—2 (5.13)
5 1 .
Thus we have the following solution for the damped string:

i ipy i )o2p2_ P2 )
y(.’L’,t):AeZ<kI+2ti c?k Tt
. / 2

The factor e P*/2 shows that we have a wave with exponentially decreasing amplitude. This is
a consequence of the damping. The wave speed is now dependent on the wave number k:

(5.14)

c(k) = /c? —p%/(4k?). (5.15)
If we want to, we can get a real solution by taking the real part of the complex solution:
Re(y(z,t)) = ae P2 cos [k (:c +t4/c? —p2/(4k2)) + qﬁ] (5.16)

where a = |A] and ¢ = arg(A).

Note that the imaginary part of w produces the damping exponential and the real part of w
determines the wave speed.
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6 Energy

Besides Information, waves transmit another practically important quantity: Energy. Note
that waves do not transport matter. Matter may oscillate up and down or forth and back
as a wave passes, but it is not swept away with the wave. But energy is. In this lecture we
are going to first introduce the expression for the energy in a wave on a string as an integral
over the energy density. The energy density in turn is made up out of kinetic and potential
energy density. We will then calculate the energy in a few example waves, and then discuss
the conservation of energy.

You can find related material in the textbooks:

o Baldock and Bridgeman (1983) section 2.2
o Coulson and Jeffrey (1977) sections 18, 25, 30
o Knobel (1999) chapter 15

6.1 Energy density

Consider an infinitesimal bit of string between x and x + dx. Its kinetic energy is
1 1
0K = imv2 =50 ox (aty)2. (6.1)

The kinetic energy of the entire string is then obtained by integrating over its infinitesimal
parts:

K= /g(@ty)de: /gK da. (6.2)

The quantity & is the kinetic energy density.

To derive the formula for the potential energy, we again look first at an infinitesimal segment
of the string. It has been stretched from a length of dx to the longer length ds. The work done
to change the length from dx to ds is T'(0s — dx). This gives the potential energy (we neglect
the potential energy coming from gravity). We have

(0,)°
ds = 1—1—(81,y)26x%5x (1—1—:”2?/—#'-‘) , (6.3)
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where we have only kept the first two terms in the Taylor expansion because, as we did when
we derived the wave equation, we assume that the slope of the string is small and thus the
higher order terms in 0,y are negligible. Thus the potential energy in the infinitesimal segment
of the string is

(W:T@&w@:%@wf&. (6.4)

Summing up contributions from all small elements of the string (i.e. integrating over the whole
string), we find the potential energy

V:/T@fywz/&Mx (6.5)

The quantity &y, is the potential energy density.

The total energy FE is the sum of the kinetic and potential energy:
EFE=K+V

-—/<g@wﬁ+2@%wﬂd$ (6.6)

:/cfdx,

where & = & + &y is the total energy density.

6.2 Energy density of example waves

Example 6.1. Consider a localised wave y(z,t) = f(z — ct) travelling to the right with speed
c¢. Substituting this into the general expression for the energy density

P 2 T 2
¢ =50w)" + 5 (0:y) (6.7)
gives T
El,) = E(=c)*(f/ (@ = e)? + S(F (x —ct))*. (6.8)

Because ¢?p = T, we see that the kinetic and the potential energy densities are equal. This
phenomenon is referred to as “equipartition” of the energy. Together we have

E(xt) =T (f'(x — ct))2. (6.9)

Note how the energy density is travelling along with the wave profile.
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Example 6.2 (Standing harmonic wave). Now we consider solutions of the form

y(x,t) = sin(kx)(F sin(kct) + G cos(kct))

6.10
= «cos(kct + ¢). (6.10)
We calculate the energy densities
Exe =Lyt
K — 5( ty<x7 ))
P (6.11)
= 2a2/~c2c2(— sin(ket + ¢))2 sin® (k)

and

£y = 5 (O 0))
2 (6.12)
— §a2k2(cos(kct + ¢))? cos?(kx)

Again we notice that the prefactors are the same because c?p = T'. For the energies we find

T ™
K = 5(12]{:2 sin® (ket + ¢)/ sin® (kx)da
0

To?ka (6.13)
= sin®(ket + ¢)
and -
T = ga2k2 cos? (ket + </>)/ cos?(kz)dz
T2k 0 (6.14)
= cos?(kct + ¢).

For standing waves, both the kinetic energy and the potential energy depend on time and are
not equal. However, their averages, averaged over a period in ¢, are equal. The total energy is

constant 22 22
T T
2T (sin?(ket + ) + cos?(ket + ¢)) = a4 T (6.15)

E=K+T=

Example 6.3 (Sum of two standing harmonic waves). Consider two harmonic waves

yp = oy, sin(kx) cos(ket + ¢;,) and

y, = o sin(lz) cos(lct + ¢;) (6.16)

34



with k # [ and let us calculate the energy of y = y;. + y;. We have

K = g/ (0py)?dx = g/ (Opys, + Opyy)*da
o 0

=K, + K, + pa, o, klc?cos(kct + ¢,,) cos(lct + ¢,)-

. (6.17)
/ sin(kx) sin(lz)dx
0
= K + K,

where K, and K| are the kinetic energies of the individual harmonic waves. A similar calcula-
tion shows that also the potential energy of the sum is the sum of the potential energies and
so this is also true of the total energy:

Ely, + vl = Elyg] + Ely,. (6.18)

This is one of the nice properties of harmonic waves.

Example 6.4 (Complex exponential wave). We calculate the energy density of the complex
solution
y(x,t) = Aeilko—wt), (6.19)

The expression for the energy density of complex solutions involves the absolute value squared:
P T
£ly) = Llowl? + 510, (6:20)

This has the effect that the energy density is the sum of the energy density of the real part of
the solution and the energy density of the imaginary part of the solution. We find

E[A eitha—wt)] — P ‘_Z’wAei(kxfwt)f . T ‘Z'k.Aei(kmfwt)‘Q
2 2

_ (P 2 T2>A2
<2w+2k A

(6.21)

So another miracle of these complex exponential solutions is that their energy density is con-
stant.

6.3 Conservation equation

Let y(z,t) be a solution of the wave equation for the string and & its energy density

A

2 T 2
&= 5(8753/) + 5(@59) . (6.22)
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For the time derivative of the energy density we find

0,& = p Oy Oty + T 0,y 0,0,y
=0T 07y +T0,y0,0,y (using pdfy =Ty ) (6.23)
=—0,(—T0,y0,y).

In terms of the quantity & = —T 0,y 0,y this equation takes the form
0,6 =—0,7. (6.24)

The quantity & is called the energy flux.

Eq. 6.24 implies the law of conservation of energy (and therefore is called a conservation
equation}). Indeed, we have

‘Zf:/atgd:c:—/8x3”dx:3”(m1)—?(xz>- (6.25)
T, Ty

So if we interpret the energy flux & (x) as the rate at which energy flows through a point =
from left to right, then the conservation equation expresses that the rate at which energy in
a region changes is equal to the difference between the rate at which energy flows in and the
rate at which energy flows out of the region.

We already showed conservation of energy of a finite string with fixed boundary conditions in
the previous section. We will now use the above machinery to show the conservation of the
energy of a finite string with free boundary conditions. We consider a string between z = 0
and z = 7 satisfying the free boundary conditions

0,y(0,t) =0 = 0,y(m,t) for all ¢. (6.26)
The energy flux at the left end of the string at x = 0 is

This flux is zero due to the boundary condition. Similarly the flux at the right boundary is
ZEro:

F(m,t) = =T 0,y(m,t)0,y(m,t) = 0. (6.28)

So by the conservation equation it follows that the energy is conserved.
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7 Two-dimensional waves

So far we have been discussing the one-dimensional wave equation. We have motivated the
equation in terms of a string stretched along the x dimension and oscillating in the y dimension.
We now want to extend this to higher dimensions.

One way to introduce another dimension would be to let the string vibrate in both the y and
z dimension. However that would not give anything new. In the small-angle approximation
to which we have been working, the oscillations in the y direction and the oscillations in
the z direction would be independent and we would just end up with two independent one-
dimensional wave equations,

O2y(x,t) = c20%y(x,t) and O2z(w,t) = c2022(x, ).

Instead we will introduce the second dimension by going from the string stretched in the x
dimension to a membrane stretched in both the x and y dimensions. It will vibrate in the z
direction. This toy example of a vibrating membrane will give us the two-dimensional wave
equation, which of course appears in many other applications as well.

You find content related to this lecture in the textbooks:

» Baldock and Bridgeman (1983) section 7.3
o Coulson and Jeffrey (1977) sections 32 and start of 33

7.1 Two-dimensional wave equation

Consider an infinite two-dimensional membrane of homogeneous density p (mass per unit area,
measured in kg/m?). In the equilibrium state, it is flat and coincides with the (z,y) plane in
R3. We assume that it is stretched to a tension T' (force per unit length, measured in N/m).
This means that for any line on the surface of the membrane, the part of the membrane on one
side of the line exerts a force T' (per unit length of the line) on the other part of the membrane
(on the other side of the line), and the direction of the force is perpendicular to the line.

The perturbed membrane may be described as a time-dependent surface z = z(z,y,t) in R3,
where z(z,y,t) is the vertical (in the z direction) displacement of the membrane at point (z,y)
and time ¢t. To derive the equation of motion, we consider a small element of the membrane
of size dx and dy in x and y, as shown in Figure 7.1.
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Figure 7.1: A membrane stretched in the z—y plane and vibrating in the z direction.

We assume that there is only transverse motion of the membrane and that the partial deriva-
tives 0,2 and 9,z are small: |9,2] < 1 and |9,z| < 1. Almost the same arguments as those
in Section 1.2 lead to the conclusion that the vertical component of the force is a sum of two
terms: Ty 0%z 6x (coming from the tension forces that are nearly parallel to the z-axis in
Figure 7.1) and T'éx 0,26y (coming from the tension forces that are nearly parallel to the
y-axis in Figure 7.1). So, Newton’s equation of motion (ma = F) yields

(pox 0y)0Fz = Toy B2z 0x + Tox 9 = 0y. (7.1)

Dividing this by dz dy and p, we get the governing equation for the membrane:

0%z = Z; (022+ 0] 2) (7.2)
or, equivalently,
022 — V22 =0, c= Z (7.3)
p
Here ¢ in the wave speed and V? is the Laplace operator:
V2 =02+0;. (7.4)

Sometimes, the Laplace operator is also denoted by A (i.e. A = V? = 92 + 8;) Eq. 7.3 is the
two-dimensional wave equation. Written in terms of the Laplace operator it easily generalises
to any higher dimension.
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7.2 Energy of membrane

The energy density of the membrane is

£yt = 20,27+ 5 (0,27 +(0,2)2) (7.5)

where the term involving the density p is the kinetic energy density &y and the term involving
the tension T is the potential energy density &;,. The latter we could write in vector notation
as &, = T|Vz|?/2 where Vz is the gradient of z.

To check that Eq. 7.5 is a good expression for the energy density, we check that &£ satisfies a
conservation equation. So we calculate

0,& = p(0,2)(0%2) +T(8 0,2)(0,2) +T(8 9,2)(0,2)
=T (0,2)(022 4 022) + T ((8,0,2)(8,2) + (0,0,2)(9,2)) (7.6)
= _8z (_T(az’z)(atz)) - 8y <_T(azz)<atz)> ’
where for the second equality we have used the wave equation. We introduce the two-
dimensional energy flux density vector & = (¥, 7)) with

Fp=-T(0,2)(0,2), F,=-T(9,2)(0;2). (7.7)

Y

In terms of this we have derived the conservation equation

0,E=—-V-7F. (7.8)

To understand how this two-dimensional conservation equation leads to energy conservation
let us look at the energy in a region R in the (z,y) plane. The energy in this region is given

by
o / / £dA. (7.9)
R

Here dA = dx dy is the area element. The rate of change in the energy is then

:/ 8té’dA:—/ V- -FdA
R R
—/ F -nds.
OR

For the last equality we used the divergence theorem. n is the outward unit normal to the
boundary OR of the region R and ds is the line element on OR. So again we see that the
change of energy in a region is equal to the net flow of energy into the region.

(7.10)
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7.3 Travelling plane waves

A 2D wave is a plane wave if z(x,y,t) varies only in one spatial direction, say, parallel to a
constant unit vector n = (n,,n,) (and z(z,y,t) is constant in the direction perpendicular to
n). This means that

2(w,y,t) = f(n-z —ct) = f(n,o +n,y—ct) (7.11)

describes a plane wave travelling with wave speed c in the direction of vector n.

Let’s verify that Eq. 7.11 is a solution of the 2D wave equation. We have

Z2=0fln-z—ct)=f'(n-z—ct)c?

Rr=fn-z—ct)= f'(n-z—ct)nd, (7.12)
022=02f(n-z—ct)=f"(n-z—ct)n.
Hence,
Rz (022 +0%2) 19

= f"(n-z—ct)(1—n2—n2)=0
because n is a unit vector, i.e., n2 + ni = 1.

Because the wave equation is linear, any superposition of plane wave solutions is also a solu-
tion.

The harmonic plane wave corresponds to the choice f(s) = e™**, so that
2(z,y,t) = eth(nz—ct) — el‘(&-zw(&)ﬂ, (7.14)

where k = kn is called the wave vector. We have the dispersion relation w(k) = ¢ |k|.

7.4 Higher dimensions

By writing our equations in vector notation, we can see that they work in any dimension. So
the n-dimensional wave equation for a real-valued function z : R™” x R — R or a complex-valued
function z: R® x R — C is

022(z,t) = ® V22(z,t). (7.15)
Its energy density is
T /1
5:§<gmﬁﬁ+&%ﬂ. (7.16)

It satisfies the conservation equation

0,6 = -V

T (7.17)
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where the energy flux is
F =—-TRe(0,2Vz) (7.18)

According to the n-dimensional divergence theorem, the rate of change of the energy in an
n-dimensional region R C R™ with n — 1-dimensional boundary 9R is

dE
" R (7.19)
= F -ndS
OR
The wave equation has plane wave solutions
z(z,t) = f(n-z —ct) (7.20)

for any choice of f: R— Ror f: R — C.

When you study Electromagnetism you will meet an even nicer way of writing these equations
in terms of n + 1-dimensional space-time vectors and tensors.
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8 Waves on rectangular domain

You find content related to this lecture in the textbooks:

» Baldock and Bridgeman (1983) section 7.4
o Coulson and Jeffrey (1977) section 33

Consider a rectangular membrane: D = {(x,y) € R}|0 <z < a, 0 < y < b}. Let’s solve the
wave equation

O z—c? (02240}2)=0 in D (8.1)
subject to the fixed (Dirichlet) boundary condition
z(z,y,t) =0 on 0D (8.2)
or, equivalently,
2(0,y,t) =0, z(a,y,t)=0 (8.3)
and
z2(x,0,t) =0, =z(x,b,t)=0. (8.4)

To find a solution, we use the method of separation of variables (see Section 4.1), i.e., we make
the Ansatz
z(z,y,t) = X(2)Y (y)T'(t). (8.5)

Substituting this Ansatz into the wave equation, we get
XYT” =2 (X"YT + XY'"T), (8.6)
which, after dividing by XYT gives

TV L (X'@) V()
() (X(a:) Yy )

(8.7)

In the last equation, we have a function of one variable, ¢, on the left side and a function of
two different variables, z and y, on the right side. The equation can be satisfied for all x, y
and t only if both sides are equal to a constant. As in Section 4.1, we choose this constant to
be negative and (for convenience) equal to —k?c? (for arbitrary real k). Again, the possibility
of a positive constant is excluded, because with a positive constant it is impossible to find
solutions satisfying the boundary conditions. Thus, we have

T”(t)_CQ X"(z)  Y'(y) — 2.2
W ~ (X@:) *Y@)) e

(8.8)
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This leads to the ODE
T"(t) = —c2k2 T(t) (8.9)

and to the equation
X'(@) |, Y'(y)
X(z) Yy

= —k% (8.10)
The general solution of Eq. 8.9 is
T(t) = F sin(kct) + G cos(kct), (8.11)

where F' and G are arbitrary constants.

Rewriting Eq. 8.10 as
X'@) L, Y'®)

X(x) Y(y)’
we conclude that for this equation to hold for all z and y, both sides must be equal to a
constant, which we choose to write as —v? (for some real ). Also, introducing the constant p
so that 12 + p? = k? gives us the equations

(8.12)

X"(z) = —v2X(2), Y'(y)=—p?Y(y). (8.13)

The general solutions are
X(z) = Asin(vx) + Bcos(vz),

Y(y) = Csin(uy) + D cos(uy),
for arbitrary constants A, B,C, D.

(8.14)

Now we are ready to impose the boundary conditions.

The condition z(0,y,t) = 0 for all y,t requires that X(0) = 0 and, because X(0) = B, this
implies that B = 0. Similarly the condition z(a,y,t) = 0 requires that X (a) = 0 and because
X(a) = Asin(va) (because we already know that B = 0), this implies that either A = 0, which
is not an interesting case because it makes the entire solution vanish, or that v = nr/a with
n € Z. Without loss of generality we can take n € N because negative n just give the same
solution up to a sign that can be absorbed into the arbitrary constant A, and n = 0 gives the
zero solution.

The conditions z(x,0,t) = 0 = z(x,b,t) similarly require that Y(0) = 0 = Y (n) and thus
D =0 and p = mm/a with m € N.

Thus we have found the following solutions satisfying the boundary conditions:

. ™ . T
an(I‘, Y, t) =S (a’ﬂ:ﬂ) sin (Emy>
(F,psin(k,,,ct) + G, cos(k,,,ct))

(8.15)
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with

nmw\2 rmm\?
b = () -+ (%) (8.16)
for any choice of n,m € N and F,,,,,G,,,, € R.

Note that solutions Eq. 8.15 already satisfy the boundary conditions Eq. 8.3 and Eq. 8.4.
Such solutions are called normal modes of the membrane. Snapshots of normal modes with
(n,m)=(1,1), (n,m) = (1,2), (n,m) = (2,2) and (n,m) = (3,2) are shown in Figure 8.1.

(a) (n,m)=(1,1) (b) (n,m)=(1,2)
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Figure 8.1: Some normal modes of a rectangular membrane

The amplitudes of the normal modes oscillate over time. The following video shows an anima-
tion of various normal modes:

https://youtu.be/yDZsCZn31Sk

Any solution of the wave equation Eq. 8.1 satisfying the boundary conditions Eq. 8.3 and
Eq. 8.4 can be presented as a linear combination of normal modes Eq. 8.15:

2(z,y,t) = i i Zpm- (8.17)

n=1m=1
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https://youtu.be/yDZsCZn3lSk

The free constants F,,,, and G,,,, are then determined by the initial conditions, using the
Fourier transform technique as in the one-dimensional case.

To construct a solution satisfying the initial conditions
z2(z,y,0) = z4(x,y), 0,z(x,y,0) = vy(z,y) (8.18)

we evaluate our general solution and its ¢ derivative at the boundary. This gives

2(z,y,0) = Z Z sin T sin LmyGnm = zo(x,y), (8.19)
n=1m=1 a b
SN ™mx . Tmy
0,z(x,y,0) = Z Z k€ By sin — sin 5 = vo(z,y). (8.20)
a
n=1m=1

Comparing these with the (double) Fourier series for functions z,(z,y) and vy(z,y), one can

deduce that ,

4 r ™M ™my

I A . TNT Ty

ab/ x/ Y zo(x,y) sin L sin—=,
0

0 (8.21)

a

b
1 4
E. .. — /dx/dyvo x,y) sm@ sin Y.
a b
0

k: mC ab
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9 Waves on circular domain

You find content related to this lecture in the textbooks:

» Baldock and Bridgeman (1983) section 7.5
o Coulson and Jeffrey (1977) sections 7 (egs.(31) - (35)) and section 35

Let’s find normal mode solution for a circular membrane of radius a with fixed boundary (see
Figure 9.1). Mathematically, we need to solve the wave equation (Eq. 8.1) in the disc of radius
a, i.e. in region D = {(z,y) € R?|r? = 2% + y*® < a®}. It is convenient to use polar coordinates
(r,0), defined as (see Figure 9.1)

x =rcosf, y=rsind. (9.1)

Figure 9.1: Circular membrane with radius a and polar coordinates.

Let
Z(T’,@,t) - Z(.’E(T‘, 0),y(7’,0),t> ) (92)



ie., Z(r,0,t) is a solution of the wave equation in D, expressed in terms of polar coordinates.

We know that the wave equation can be written in vector notation using the Laplace operator
V2 as
022 — c*V?2 = 0. (9.3)

It is well-known (see, e.g., Theorem 3.43 in the Spring 2020 Calculus notes or Theorem 4.6 in
the Spring 2021 Calculus notes) that the Laplacian in polar coordinates is given by

1

1

Therefore, the 2D wave equation in polar coordinates has the form
2 2 (92 1 L
0iZ —c* 07 Z + =0, Z+ — 0;Z | =0. (9.5)
r r

Our aim is to solve it subject to the boundary condition Eq. 9.20. As in the preceding section,
we employ the method of separation of variables, i.e. we assume that

Z(r,0,t) = R(r)OO)T(). (9.6)

Substituting this into Eq. 9.5, we find that

1 1
ROT” = ¢ <R”@T +IROT+ R@”T> 9.7)
Dividing by ROT gives
T(t) 5 (R"(r)  R'(r) ©7(0)
T ~© (Ro«) O IOA (9-8)

Employing the same arguments as in the preceding section, we conclude that

T(t) _ o (R R(r) OO _ o,
T{t) (R<r> +7~R<r>+r2@<0>> ’ 09

for some constant k. This means that we have the ODE
T"(t) = —k?c2T(t) (9.10)

and the equation
R"(r) R'(r) ©7"(0)

= —k? 9.11
R(r)  rR(r) 1r20(0) (9-11)

The general solution of Eq. 8.3 is (cf. Eq. 8.11)
T(t) = F sin(kct) + G cos(kct) (9.12)

where F' and G are arbitrary constants.
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Rewriting Eq. 9.12 as
PR TR ) o ©7(0)
R(r) o(0)
we conclude that for this equation to hold for all » and 6, both sides must be equal to a
constant, which we choose to be n? (for some constant n), i.e.

r2 R"(r)  R(r) 2,2 — 2 _@//<9) — 2
(Rv)+fMﬂ>+k B0 (6-14)

(9.13)

(the constant, n?, cannot be negative because, with a negative constant, it will be impossible
to obtain a solution). Thus, we we have obtained the following two ODEs:

1 2
R(r) + —R'(r) + (k? - ;) R(r) =0 (9.15)
and
0”7(0) = —n?0(0). (9.16)
The general solution of Eq. 9.16 is
©(0) = Asin(n#) + B cos(nf) (9.17)

for arbitrary constants A and B. We impose the periodicity condition
O(0 +27) =0(0) forall 6.

This is a natural condition because (r,6) and (r,0 + 27) represent a single point in domain D.
Thus we require n € Z. In fact we only need to consider n € NU {0} because of the symmetry
of sin and cos.

Eq. 9.15 has the form
2 R"(r)+r R (r)+ (r*k* —n?) R(r) = 0. (9.18)

It is a well-known equation, called the Bessel differential equation. Its solutions are not ele-
mentary functions. We are only interested in solutions that are finite at » = 0. There is a
whole family of such solutions,

R(r) = J,(kr), (9.19)

where J,, is the nth Bessel functions of the first type. We have already determined above that
we are only interested in the cases where n € NU {0}.

Next we need to impose the zero Dirichlet boundary condition (the edge of the membrane is
fixed)
Z(a,0,t) =0. (9.20)

To do this, we only need to know that each Bessel function has an infinite number of zeros. A
plot of the first few Bessel functions of the 1st kind is shown in Figure 9.2.
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Figure 9.2: Plot of the first four Bessel functions of the 1st kind.
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We denote the mth zero of the nth Bessel function of the 1st kind by k,,,,,. We have
R(a)=0 = J,(ka)=0
= ka=k,,

nm
a

= k=

for m € \N.

Finally, combining the above with Eq. 9.12 and Eq. 9.17, we obtain the following solutions
(that satisfy the required boundary condition):

Zaan(1,0.8) =T, (Ko

a

[sln(nG) < sin <k”m ct) +G,,, cos (l%”ct)) (9.21)

a a

+ cos(nb) ( o sin (k"m ct> +@,,, cos (k"m ct)) }
a a

where n € NU{0}, m € Nand F,,,,, G

nm? nm?

m and G . are arbitrary real constants. Solutions
in the form Eq. 9.21 are the normal modes of Vlbratlons of the circular membrane. Once normal
modes are known, we can find a solution satisfying some initial conditions by using a linear
combination of the normal modes

Z(r,0,t) ZZZ (r,0,t). (9.22)

n=0m=

Note that constants F,,,, G, , F  and énm (in the formula for Z,,, for each n,m) are still
arbitrary. To determine them, we need to substitute Eq. 9.22 into initial conditions. This will
lead to the so-called Fourier-Bessel series. This is based on the identities

a? 2

[0 () (b e = 6y () 9.23)
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Fluid dynamics studies the motion of fluids (gases and liquids, e.g. air or water).

For us fluid dynamics provides a rich and fascinating area of study that draws upon many
of the mathematical skills from your other modules, including calculus, vector calculus and
functions of a complex variable. This part of the module will expose you to new important
methods in mathematical modelling.

The study of fluid dynamics also has a wide range of practical applications, including in the
design of aircraft, ships, and other vehicles that must move through fluids. It is also important
in understanding the behaviour of natural phenomena such as weather patterns, ocean currents,
and the flow of blood in the human body.

Fluid dynamics is a huge subject. In this introduction to the subject we will concentrate on
ideal fluids, which we will define later. In spite of this restriction we will be able to understand
some important phenomena, like the lift on an airplane wing or the surface waves on water.

We have a strong research group in this department using fluid dynamics in mathematical
biology. In your third and fourth year you will be able to take further module that go more
deeply into the subject, and you could choose to use fluid dynamics in your final-year project.
Fluid dynamics is an active area of research with many open questions and opportunities for
new discoveries. If you are interested in pursuing graduate studies in mathematics or related
fields you will find that fluid dynamics provides a rich and exciting area for research, often in
collaboration across disciplinary boundaries.
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10 How to describe fluids

You find content related to this lecture in the textbooks:

» Batchelor (2000) section 2.1

o Acheson (1990) section 1.2

o Paterson (1983) chapter 3 and sections 4.1, 4.2
Bernard (2015) chapters 1, 2, 10

10.1 Fluid flow

Fluids are considered as continuous media. Because any small volume element of a fluid
contains a huge number of molecules, instead of describing the location and velocity of all the
individual molecules, we work with quantities which should be thought of as averages over
very small neighbourhoods.

So we describe the distribution of matter via a smooth density function p(z,y,z,t)
(mass/volume) and its motion via a smooth velocity field u(x,y, z, ).

The fluid velocity is a vector field, which means that it is a vector whose direction and magni-
tude may be different at different points in space:

Q(‘r7 y? Z’ t) = (um (x7 y7 z? t)? uy(x7 y) Z? t)? ’LLZ(.T, y? Z? t))

(10.1)
= u,(z,y,2,t)e, +u,(v,y, 2, t)gy +u,(z,y,2,t)e..

We will also use the shorthand u(z,t) where z = (z,y, 2) is the position vector.

We will sometimes be looking at particular simple kinds of flows:

Definition 10.1. A steady flow is a flow whose velocity field at every point is independent

of time:
du=0, ie, u(z,t)=u(z)
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Definition 10.2. A two-dimensional (2D) flow is a flow whose velocity field is independent
of the third coordinate (which we will always choose to be the z coordinate) and has no
component in that third direction:

0, u=0and u, =0,

i.e.,
u(z,t) = u,(z,y,t)e, +uy(z,y,t)e, = (uy(2,y,t),u,(2,y,t),0).

A vector field can be visualised by drawing vectors attached to different points in space. In the

video lecture we work through the sketch of the velocity field for the 2D flow u = (—y, z,0).

10.2 Pathlines and streamlines

10.2.1 Pathlines
We want to answer the question: given the velocity field u(z,t), how does a fluid particle (i.e. a
very small volume element of the fluid or a small particle embedded in the fluid) move?

Let z(t) be the position of a fluid particle in the flow with the velocity u(z,t) at time ¢. Then
it must satisfy the following vector ODE:

! Pathline equation

—— =u(z(t),1). (10.2)

dflit) =, (x(t),y(t), 2(t), 1),
d:gl(tt) = Uy<$(t>7y<t>7z(t>’t)7 (103)
dz(t)

Example 10.1. Find the pathlines for the 2D flow u = (—y, z,0).
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Solution. We solve the ODEs
dz(t)

=y, M =a, =0 (10.4)
The general solution of this system is
x(t) = Asint + Beost, y(t)=—Acost+ Bsint, z(t)=C (10.5)

for some constants A, B, C. If we have initial conditions x(0) = x4, y(0) = y, and z(0) = z,,
we find that B =z, A =y, and C = %;. Thus, we have

x(t) = —y,sint + z, cost,
y(t) = yy cost + zsint, (10.6)
2(t) = 2.

It is clear now that the pathline starting at (zy,y,) is a circle of radius /23 + y3.

Next we look at an example of a non-steady flow.

Example 10.2. We consider the 2D flow u = (z,¢,0). In the video lecture we sketch this
velocity field at ¢t =0 and ¢t = 1.

To find the pathlines we solve the ODEs

dx(t) dy(t) _y dz(t)
dt dt ’ dt

The solution of this system with initial values z(0) = (xq, yg, 2¢) is

= 2(t), = 0. (10.7)

2(t) = zoet,  ylt) = %toO, 2(t) = 2. (10.8)

10.2.2 Streamlines

A streamline of a flow is a curve such that, at each point of the curve, the tangent line to
it is parallel to the velocity at the same point. If the velocity field depends on time, then
streamlines may be different at different moments of time. Let u(z,t) be a velocity field. It
follows from this definition that if z(s) = (z(s), y(s), 2(s)) is a parametrisation of a streamline
(with some parameter s along the streamline), then the tangent vector to the curve, dz(s)/ds,
must be parallel to u(z(s),t). This means

dz(s)
ds

where A is a nonzero scalar which may depend on both z and ¢. Clearly, there is a freedom in
choosing A. The simplest choice that we shall use from now on is A = 1. So, the streamlines
are solutions of the following vector ODE:

= Au(z(s),t) (10.9)
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! Streamline equation

—— =u(z(s),1) (10.10)

In components this equation becomes

dﬂ;is) = u,(2(s),y(s), 2(5), 1),
dz;f) = u,(x(s),y(s), 2(s), t), 10.10)
dz(ss) =u,(x(s),y(s), 2(s),t)

So in Example 10.2 the ODEs for the streamlines are

= 2(s), d?jlf) — ¢ dz(j) —0. (10.12)

dz(s)
ds

The solution of this system for the streamline starting at z(0) = (x, ¥, 2¢) is

1
z(s) = woe®,  y(t) = gst+yo, (1) = 2. (10.13)

Note that this is different from the pathlines that we determined for Example 10.2

For steady flows (u = wu(x)) streamlines coincide with pathlines, because Eq. 10.11 will be
exactly the same as Eq. 10.3, with s = ¢. But in general pathlines and streamlines represent
different quantities and should not be confused with each other. To summarise:

Pathlines are the paths traced out by individual fluid particles as they move through a flow
field over a period of time. In other words, a pathline is the trajectory followed by a single fluid
particle in the flow field, and it can be used to visualize the history of the particle’s motion.
Pathlines can be curved, twisted, or convoluted, and they can cross and intersect with each
other.

Streamlines, on the other hand, are imaginary lines that are everywhere tangent to the
velocity vector of the flow at a given instant in time. In other words, they represent the
instantaneous direction of fluid motion at every point in the flow field. Streamlines do not
represent the paths of individual fluid particles, but rather they represent the direction of the
flow at any given instant. Streamlines are useful to visualize the flow pattern of a fluid.
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10.3 Material derivative

Let f(z,t) be some quantity of interest (e.g. a component of the velocity u or the density of
the fluid p). The rate of change of f at a fixed point in space (i.e. at fixed z) is 9, f(z,1).
What is the rate of change of f following the fluid (i.e. the rate of change of f at a given
fluid particle as it moves with the fluid)? We denote this as D f/Dt and will refer to it as the
material derivative of f. We have

Df d
Ft = % f(x(t),y(t%Z(t)at)
= 8tf(x’ya th) + 8xf(937y, % t) (Cii%

dt
= 8tf<x7ya Zat> + 8a:f(x>y7 Zat) Uy,
—+ ayf(x’ Y, z, t) Uy + 8zf<l’(t), Y, 2, t) U,
=0,f(z,t) +u- Vf(z,t)

dt

Thus, we have

!
Definition 10.3. The material derivative of a function f(z,y, z,t) is

%{Z@f—l-ﬂ'zf- (10.15)

In particular, Df/Dt = 0 means that quantity f is a constant for each fluid particle.

Example 10.3. Assume the temperature of the fluid is given by T'(z, z,y,t) = —y and the
velocity field is u = (—y,x,0). So there is no time dependence in either the temperature nor
in the velocity field. Nevertheless a fluid particle is going to experience a time-dependent
temperature because

DT

D = 0T +u,0,T + u,0,T +u,0,T

(10.16)
=u,0,T = —x = ygsint — x, cost.

We used the expression for z(¢) from Eq. 10.6.
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10.3.1 Acceleration of a fluid particle

The velocity of a fluid particle (whose position at time ¢ is x(t)) is w(z(t),t). To find the
acceleration a(z(t),t) of this fluid particle we need to differentiate the velocity with respect to
time. Thus

Definition 10.4. The acceleration experienced by a fluid particle is

D
a(z,t) = == Ou+ (u-Vu. (10.17)
Dt
If we calculate the acceleration in Example Example 10.2 where u = (x,t,0) we get the
acceleration
(2,0) = 22—t 2 Ou+10,u+ 000
a = — =
ST De e v e (10.18)

= (0,1,0) + z(1,0,0) = (z,1,0).

10.4 Conservation of mass

Let p(x,t) be the density of the fluid, i.e. the mass of the fluid per unit volume. The density
is strictly positive: p(z,t) > 0 for all z and t. We shall deduce an equation governing the
evolution of p from the law of conservation of mass.

Consider an arbitrary fixed (in space) volume V. The mass of the fluid in this volume is

/p(a:, t)dV. (10.19)

v

Here dV is the volume element (i.e. dV = dxdydz). Let OV be the boundary of V and n
be the outward unit normal on OV (see Figure 10.1). The rate at which mass of the fluid is
flowing through a surface element dS on OV is pu - ndS (i.e. the normal component of the
mass fluz density pu multiplied by the area dS of the surface element). If u-n is positive, then
the fluid flows out of volume V through the surface element d.S. If u - n is negative, then the
fluid flows into V. So, the net rate at which mass is flowing out of V' though the boundary of
Vis

%pu -ndS. (10.20)

v

If this integral is positive, this means that more fluid flows out than in; if it is negative, then
more fluid flows in than out.
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Figure 10.1: Flow through a fixed volume.

The rate of change of mass in volume V is the derivative with respect to time of the integral
in Eq. 10.19. In view of to the law of conservation of mass, it must be equal to the change of
mass (per unit time) due to the inflow and outflow of the fluid. Therefore, we obtain

d
T pdV = /8t,0dV: —%pu-nds. (10.21)
v v

\%

Here the minus before the surface integral appears because n is chosen to be the outward
normal (so that the change of mass is negative if the fluid flows out of V).

Now, we need to recall the divergence theorem (also known as the Gauss-Ostrogradsky the-
orem) of Vector Calculus which we already used in Section 7.2 when we discussed energy
conservation in the example of the two-dimensional wave equation.

Theorem 10.1 (Divergence theorem). If V' is a region in R3 with boundary 0V and F(z) is
a vector field defined in V, then

/V-FdV = %FwdS. (10.22)

Applying the divergence theorem to the surface integral on the right hand side of Eq. 10.21,
we obtain

/8tp dv = —/V- (pu)dV, (10.23)
v v
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which we can rewrite as

[0+ (pu) av ~0. (10.24)
1%
The equation must hold for any volume V. This is possible only if the integrand is zero. Thus
we have derived the conservation equation for the mass, which is also known as the continuity
equation.

I Mass conservation equation

dhp+ Y- (pu) =0. (10.25)

Note that since V- (pu) =u-Vp+ pV - u, the equation of continuity can be written as

hp+u-Np+pV-u=0 (10.26)
or D
0

=r cu=0. 10.2

oy TPV u=0 (10.27)

If the fluid is incompressible then the density of each fluid element must remain constant as
the fluid moves, i.e.

Dp
— =0. 10.2
foY 0 (10.28)
It then follows from Eq. 10.27 that
V-u=0. (10.29)

Definition 10.5. A fluid whose flow everywhere satisfies the incompressibility condi-
tion
V-u=0. (10.30)

is called incompressible.

A vector field u satisfying V - u is known as a solenoidal vector field or a divergence-free vector

field.
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11 lIdeal fluid

You find content related to this lecture in the textbooks:

» Batchelor (2000) section 2.2
o Acheson (1990) start of section 1.3
o Paterson (1983) section 10.1

11.1 The Euler equations for an ideal fluid

Fuler wrote down the partial differential equations describing an ideal fluid already in 1755.
This was one of the first partial differential equations systems to be studied.

An ideal fluid has two simplifying properties:

1. Constant density: The density is constant throughout the fluid at all times, so the
density that in a general fluid could be a function of space and time is a constant:

p(z,t) = p, Le.,
O,p =0=Vp. (11.1)
This implies that also the material derivative is zero:
D
jf =0p+u-Vp=0. (11.2)

We had seen already that this implies that the fluid is incompressible: V-u = 0. But the
condition on an ideal fluid is stronger than incompressibility, because it demands that
the density is not only constant as experienced by each fluid particle, but that it is also
the same across different fluid particles.

2. No viscosity: The force that the fluid exerts on any infinitesimal surface element is
solely in the direction of the normal vector to the surface element. Thus this surface
force contribution can be written as

dF") = pndS (11.3)

where p = p(z,t) is called the pressure, n is the normal vector to the surface, and the
factor of d.S expresses that the force is proportional to the area of the surface element.
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Thus in an ideal fluid there are no surface forces acting tangentially to the surface, also
called shear forces. Such a fluid is also called inviscid. The opposite would be a viscous
fluid. In reality every fluid has at least a little bit of viscosity, but in circumstances where
these viscous forces are negligible compared to the other forces we can neglect them and
treat the fluid as inviscid.

There are phenomena that we will not be able to model correctly when we neglect viscosity. For
example, when we will study the flow of air over an aerofoil, a thin layer of fluid near the surface
experiences a high level of shear stress due to the no-slip condition at the surface. This results
in the formation of a boundary layer, which is a region of fluid where the velocity gradients
are large and the viscosity of the fluid plays a critical role in determining the behaviour of the
flow. Luckily the details of the flow in this boundary layer does not affect the lift force that
we want to calculate.

Another phenomenon we can not describe with inviscid flows is turbulence. Turbulent flows
arise for example at the rear of real-world aerofoils when the boundary layer detaches from the
aerofoil. There the viscosity of the fluid plays a critical role in dissipating the kinetic energy
of the turbulent motion into heat and this produces the drag on the airplane. But again this
does not affect the lift force, just the drag force.

The equation of motion for the fluid is simply derived from Newton’s equation ma = F. We
consider a small volume V inside the fluid. We sum up the mass multiplied by the acceleration
for each fluid particle inside the volume, which due to our continuity approximation becomes
an integral of the density multiplied by the acceleration vector field Du/Dt over the volume

V: D
u
= — . 114
ma P WV (11.4)
v

As discussed above, for an ideal fluid the only force acting on the surface of the volume V is
the force due to the pressure in the surrounding fluid. The total force exerted on the volume
V' is obtained by integrating the contributions from all infinitesimal surface elements:

F¥ = ?{pndS. (11.5)
ov

The reason for the minus sign is that by convention n denotes the outwards normal, but we
are interested in the force acting on the volume from the outside.

We now use a form of the divergence theorem that you may not have met yet:

Theorem 11.1. For any scalar function f(x)

fndS= [ Vfav. (11.6)
prass]

ov
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Proof. The ith component of the above vector equation can be obtained by setting F = fe,
in the divergence theorem Theorem 10.1.

O

Applying this to the expression for the surface force E(S> by setting f = p allows us to express

the force as a volume integral:

FY = —/ypdv. (11.7)
|4

We added the superscript (s) to the pressure force to indicate that this is a force acting on a
surface — a so-called surface force. An ideal fluid can also be subject to other forces, called
body forces, that act at every point in the fluid, like the gravitational force or possibly elec-
tromagnetic forces. We will here consider the gravitational force. We obtain the gravitational
force acting on our volume V' by summing the gravitational force (mass times gravitational
acceleration g) on all particles, which in our continuum approximation becomes an integral:

F9 = / pgdV. (11.8)
1%

So, Newton’s equation ma = F applied to our volume V of fluid takes the form
D
/p“dv——/ypdv+/pgdv. (11.9)
1%
v v

This must hold for any volume V. Therefore, we conclude that

U
Py = YPtrg (11.10)
This equation, together with the incompressibility condition Eq. 10.30 are called Euler’s equa-
tions for an ideal fluid.

! Euler’s equations for an ideal fluid

Du_ _1g, .
Dt P (11.11)
V-u=0
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11.2 Water in a rotating bucket

Example 11.1. We will now use the steady flow from Example Example 10.1:
u= (—y,x,()) (1112)

to illustrate the Euler equations. We have seen that this is a circular flow. This describes for
example the flow in a rotating bucket of water. !

We now want to show that u satisfies the Euler equations and find the pressure p. We will
then see that Euler’s equations can tell us the shape of the surface of the water in the rotating
bucket. You probably know from personal observation that you expect the surface to be higher
towards the rim of the bucket than in the middle because the centrifugal force presses water
outwards. We will easily find the exact shape.

We have written Euler’s equations in vector notation. Let’s expand them in components.
Let the z axis be directed vertically up, then g = (0,0, —g). The equations for the material
derivatives of the components of u are.

1
1

8tuy + (uxax + uyay + uzaz) Uy = _; aypv (1113)
1

atuz + <u$a:v + Uyay + uzaz> u, = —; 8zp —g.

Also, we have the incompressibility condition
Oty + Oyu, + 0,u, = 0. (11.14)

Thus, we have 4 equations for 4 unknowns: three components of the velocity, u
and pressure, p.

w Uy and u,

1 Note

The pressure cannot be uniquely determined from Eq. 11.13, because if u(z, t) and p(z, t)
represent a solution, then u(zx,t) and p(z, t)+ f(¢) for arbitrary function f is also a solution.
To determine the pressure uniquely, we heed to impose some additional condition. For
example, if we consider a flow in the whole space, we may require that the pressure at

!The reason why the water in a rotating bucket rotates along with the bucket is that shear forces act until the
steady rotating flow is achieved. By neglecting viscosity we can not model this initial phase of the flow but
we can model the steady flow that is achieved eventually.
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infinity is a given constant: p(z,t) — p, = const as |z| — oo.

First we check that the flow with u = (—y, =, 0) is incompressible, i.e., that Eq. 11.14 is satisfied.
We find
Oty + Oyuy, + O,u, = 0,(—y) + 0,z + 9,0 = 0. (11.15)

So the flow is incompressible and thus can be the flow of an ideal fluid.

Substituting u = (—y, z,0) into Eq. 11.13, most terms are zero and we get

$8y<_y) = _% 0,p, 0,p=pu,
—y0, T = —% o,p, = oyp = py,
0=—208.p—g 0.p=-pg

We see that these equations for the pressure do indeed have a solution:

1
p=p (5 (22 +y?) — gz) + constant. (11.16)

This shows that this velocity field satisfies Euler’s equations and thus describes an ideal fluid
with the given pressure.

At the surface of the water in the bucket the pressure is constant — equal to the atmospheric
pressure. From that we can deduce that

1
z= 2—(:E2 +9%) + constant. (11.17)
g

Thus the surface of the water is a perfect paraboloid.
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12 Bernoulli’s principle and vorticity

You find content related to this lecture in the textbooks:

» Batchelor (2000) sections 1.3, 1.4, and 1.5
o Braithwaite (2017) section 3.1
o Paterson (1983) section 10.4 and 10.2

Solving Euler’s equations is hard. It is therefore worthwhile to first try to derive consequences
of the equations without actually solving them. So in this lecture we will use our vector calculus
skills to manipulate Euler’s equations a bit until they reveal to us Bernoulli’s principle and
the vorticity equation.

12.1 Bernoulli’s principle

In this section we will derive two theorems that make precise the principle discovered by Daniel
Bernoulli in the 18th century that as the speed of a fluid increases, the pressure of the fluid
decreases. This will later allow us to understand the origin of the lift force on an aerofoil, but
of course has many other important practical applications.

To facilitate the derivation of Bernoulli’s theorems, we will make two observations that allow
us to rewrite Euler’s equations in new ways.

1. Because gravity is a conservative force, it can be written as minus the gradient of a
potential: g = —Vx. Hence, Eq. 11.11 can also be written as

Du D

In the simple case where gravitational force is constant and in the negative z direction,
X = gz so that g = —ge_.

2. We will use the vector calculus identity

u

(u-V)UZ(qu)Xu+V(22>, (12.2)
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which holds for any differentiable vector field u and thus in particular for the velocity
field. Using this, together with the definition of the material derivative, in the left-hand
side of Eq. 12.1 gives

Du B
u2
=ou+ (V x u) ><u+V(2) (12.3)
(2
0
This we can rewrite as
p  u
dQu+ (Vxu) xu=-V ;‘f‘?‘f‘X . (12.4)

In this form the Euler equation involves the curl of u which is known as the vorticity
w=curlu =V x u, (12.5)
which we will study in more detail in the next section. If we also introduce the function

2

p o u
H="4 " 12.6
p+2+x7 (12.6)

sometimes known as Bernoulli’s integral, we can write Euler’s equation simply as

Ou+wxu=—-VH. (12.7)

This simplifies even further if we consider a steady steady flow, so that 0,u = 0. Then Eq. 12.7
simplifies to
wxu=—VH. (12.8)

To get rid of the vector product in this equation, we take the dot product with u on both
sides:
u-(wxu)=—u-VH. (12.9)

On the left hand side the cross product w X u is orthogonal to u so that the dot product with
u is zero. So the left-hand side of the above equation is zero and we have

w-VH=0. (12.10)

In words this says that the derivative of H in the direction of the flow, i.e., along streamlines,
is zero, which gives:
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Theorem 12.1 (Bernoulli’s streamline theorem). If an ideal fluid is in steady flow

then
2

p U
H=24+2 12.11
p+2+x ( )

s constant along streamlines.

To keep H constant, higher velocity must correspond to lower pressure, and vice versa. So we
notice Bernoulli’s principle. But notice that this is only true along each individual streamline.
This theorem says nothing about how H varies between streamlines.

Next we restrict ourselves to flows where there is no vorticity, w = 0. Such flows are called
irrotational flows. In this case Eq. 12.8 implies that VH = 0, which together with 0,H = 0
gives us

Theorem 12.2 (Bernoulli’s theorem for irrotational flow). If an ideal fluid is in
steady irrotational flow then
2
pu
H==+— 12.12
ST X (12.12)

1s constant.

This theorem determines the pressure in a steady, irrotational ideal fluid once the velocity is
known.

We can use this theorem to explain the lift created by the airflow around an aerofoil: because
the air flows faster along the top of the aerofoil than along the bottom, there is a lower
pressure above the aerofoil than below. However this is not a complete explanation until we
have answered two questions:

1. Why is the flow irrotational?

2. Why is the velocity higher along the top?

We’ll address the first question in the next section and the second question in the following
lectures.

12.2 Vorticity
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Definition 12.1. The vorticity w of a flow with the velocity field « is defined as the curl of
u:
w=-curlu =V X u. (12.13)

An example will make it easier to understand how to best think of vorticity:

Example 12.1. We consider the very simple flow u = (ay, 0,0) for some constant o > 0. This
flow is parallel to the x axis, with the magnitude of the velocity increasing with increasing y.
The streamlines are simply straight horizontal lines parallel to the x axis. These are also the
pathlines because this is a steady flow. So nothing flows in circles, so one might be tempted
to guess that this is an irrotational flow. However the calculation shows that

w=Vxu=(0u,—0u,0u —0d,u 8xyy—8yyw)

A AP

= (0,0,—d,u,) = (0,0,—a) # 0. (12.14)

So there is a non-zero vorticity — the flow is not irrotational. To see this intuitively, imagine
placing an extended object into the flow. If you want to do this in your bathtub, I recommend
gluing two matches together to form a cross and place this on the water surface. If you now
create a flow, this object may start to rotate. It will do so in the flow in this example because
the upper end of the object finds itself in an area of faster flow while the lower end is in an
area of slower flow, so the object will rotate clockwise.

12.2.1 The evolution of vorticity

To derive an equation which governs the evolution of vorticity, we take the curl of Euler’s
equation in the form given in Eq. 12.7.

Vxou+V x(wxu) =-V xVH. (12.15)
Using the fact that curl of grad is zero, we obtain
dw+ YV x (wxu)=0. (12.16)
We will now use the general vector calculus identity
Vx(axb)=(V-ba+ (b Via—(V-a)b-(a-V)b (12.17)

which holds for any two differentiable vector fields a and b. Applying this with ¢ = w and
b = u gives
Ow+ (V- ww+ (u- Vw— (V- -wu— (w- V)u=0. (12.18)

Using the incompressibility condition V -« = 0 and the fact that the div of a curl is zero and
thus V - w = 0, the above simplifies to

dQw+ (u-Vw= (w-V)u. (12.19)

Using the definition of the material derivative we obtain the
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! Vorticity equation

Dw
T = W Vju. (12.20)

Note that the pressure p does not appear in the vorticity equation.

This simplifies for a 2D flow u = (u,(x,y,t),u,(z,y,t),0). In the calculation of the vorticity
most terms vanish leaving only

w=Vxu=(0,0,w) withw=209,u,—0,u,. (12.21)
Then
(w-Vu=wd,u=0 (12.22)

because there is no z dependence in the 2D flow. As a result, the vorticity equation Eq. 12.20

reduces to
Dw -

=0 12.23
i (12.23)

Thus:

Theorem 12.3 (Conservation of vorticity). In a 2D flow, the vorticity of each fluid
particle is conserved, i.e., the vorticity is constant along each pathline.

This now allows us to answer our first question on the way to understanding the lift on an
aerofoil. If we assume that far away in front of the aerofoil the air is still and thus described by
a flow with no vorticity, then the vorticity stays zero along the paths of all the air molecules
also as the aerofoil passes. Thus the entire flow is irrotational and we can apply Bernoulli’s
theorem for irrotational flows to argue that the aerofoil experiences a lift force. All we still
need to establish is that the velocity is higher above the aerofoil than below. That is going to
occupy us for the next three lectures.

Vorticity is a fundamental concept in fluid dynamics that plays a critical role in determining the
behaviour of a fluid flow. It is closely related to the formation of vortices, the conservation of
angular momentum, and the formation of turbulence. We'll leave all of this for later modules.
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13 Velocity potential, stream function, and
complex potential

In this section we will develop a powerful method that provides us an unlimited supply of two
dimensional incompressible and irrotational flows and hence solutions of the Euler equations.
This will make clever use of complex analysis.

You find content related to this lecture in the textbooks:

o Acheson (1990) sections 4.2 and 4.3
« Batchelor (2000) sections 2.7, 6.2
o Paterson (1983) sections 11.1 and 16.1

In the discussions in this lecture the time variable does not play a role, so we neglect to write
it in all equations. But everything is allowed to have a time dependence.

13.1 Velocity potential

Consider an irrotational flow, so that V x © = 0. Then you know from Vector Calculus that
there is a scalar function ¢ so that u = V¢. This ¢ is called the velocity potential.

Definition 13.1. The velocity potential of an irrotational flow is a function ¢ such
that
u="Ys. (13.1)

1 As you know from Vector Calculus, the velocity potential can be obtained from a line
integral:

b(z) = /O " u(@) - di. (13.2)

Here we chose the origin 0 of our coordinate system as the starting point of the line integral.
But we could have chosen any other starting point. A change in the starting point only leads
to a change in ¢ by a constant and such a constant does not contribute to the gradient of ¢.
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If the domain in which the velocity field u is defined is not simply connected, then ¢ may be
multi-valued. We will see an example of that later in Section 14.2, but first we will look at a
simple example to make sure we understand the line integral.

Example 13.1. Show that the velocity field, given by
u = (ax + by, bz + cy,—(a + ¢)z) (13.3)

(where a, b and ¢ are constants), represents an irrotational flow and find the velocity potential.

Solution. First we check whether the flow is irrotational by calculating the vorticity

V xu=(9,u, —0,u,,0d,u, —0,u,,0,u, —0,u,)

2%y Yz%e x %z Yty

= (0,0,b—b) = 0. (13.4)

Then, to calculate
o) = [ uld)-dz. (13.5)
0
we choose the contour that consists of three straight lines: it starts from (0,0,0) and goes

along the z axis to (x,0,0), then goes straight to (x,y,0) and then from there straight to
(z,y, z). This splits the integral into three bits:

T Yy z
o(z) = / w, (7,0,0) dF + / u, (,5,0) dj + / wy (2,9, %) d
0 0 0

x Yy z
:/ afda?—k/ (bx—l—cg])dgj—/ (a+c)5dZ (13.6)
0 0 0

a o c , a+tc
S b —q?
2x+$y+2y 9

22,

Alternatively, and equivalently, we can find ¢ by solving the component differential equations
contained in u = V¢:

az + by = 0,9, ¢ = ga? +bay + f(y, 2),
br + cy = 0,0, = ¢ = by + %yQ + g(z, 2), (13.7)
—(a+c)z:8z¢, ¢:_%ﬁz2+h<x7y)

The last three equations must represent the same function. Therefore,

¢ = %xz + bay + gy2 — aTHf + constant. (13.8)
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13.2 Stream function

V-u = 0 and u(z) =
(uy (7, ), u,(z,9),0). Then we can write this in terms of a scalar function 9 (x,y) as follows:

Consider an incompressible, two-dimensional flow, so V

It is easy to check that this always gives an incompressible flow:
V-u=39d,u, +0u,=0,0y—0,0,¢%=0. (13.10)

The function % is known as the stream function.

Definition 13.2. The stream function of an incompressible two-dimensional flow
is a function 1 such that
u=V x (Ye,). (13.11)

The reason for the name lies in the following useful fact:

[ . . .
1 A stream function is constant along streamlines.

To check this fact we calculate the derivative of 1 in the direction of a streamline, i.e., in the
direction of the velocity field (recall that the velocity field is tangent to the streamlines).

u-Vp=u,0,¢ +u,0,Y =u,(~u,) +u,u, =0. (13.12)

Thus the stream function gives an easy way to obtain streamlines: they are the lines along
which the stream function is constant.

1 We can find ¢ from the following two-dimensional line integral:

(z,y)
v = [ ugu) do (13.13)

(0,0)

Again it does not matter where we start the line integral because that only changes the integral
by a constant that does not affect the velocity field.
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Example 13.2. Consider the velocity field u = (az, —ay, 0) that you have met before in your
homework and that we know is irrotational. We can obtain its stream function from the line
integral in Eq. 13.13 :

(z,y) = / (—uy (7,0))d7 + / (2, §)d5

x y
:/ Odi+/ ax dy = axy.
0 0

The streamlines are the lines along which ¥ (z,y) = ¢ for some constant ¢. Here this gives
axy = c and hence

(13.14)

cl
ax

y = (13.15)

So the stream lines are hyperbolas, as you already determined in a different way in the home-
work.

13.3 Complex potential

Now we consider flows u that are irrotational and incompressible and two-dimensional, so they
can be described by both a velocity potential ¢ as u = V¢ and by a stream function ¢ as
u=V x (e, ). In components this gives

u, = 0,0 = 0,7,

(13.16)
u, = 6y¢ = —0,v.

You will recognise these as the Cauchy-Riemann equations. They tell us that the function
w = ¢ + 47 is a holomorphic function of z = x + 4y. This function is known as the complex
potential.

Definition 13.3. The complex potential of an irrotational, incompressible two-
dimensional flow with velocity potential ¢ and stream function ) is the complex-valued
function

w(z, t) = ¢(z,t) +ith(z, t). (13.17)

Note that here we are identifying the x — y plane with the complex plane and use z to denote
the complex number in that plane. This has nothing to do with the z coordinate that we used
when discussing 3-dimensional flows. While in general it is a bad idea to use the same letter in
the same module for different things, it is just so conventional to use the letter z both for the
third Cartesian coordinate as well as for complex numbers that it is excusable in this case.
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To extract the velocity field from the complex potential, we just need to differentiate:

dw .
= 0,0 =0,(6+ i)

= 0,0 + 10,0 = u, —iu,,.

(13.18)

If you are wondering why dw/dz = 0,w, remind yourself of what is special about holomor-
phic functions: The derivative at any point does not depend on the direction from which we
approach the point.

So we can extract the velocity components from the real and imaginary parts of the derivative
of the complex potential:

i
=Re—, u,=—Im—. (13.19)
z

It is now easy to come up with examples of fluid flows, because we can simply choose any
homomorphic function for our complex potential.

I Any holomorphic function gives us a solution of Euler’s equations, because any holo-
morphic function can be used as a complex potential describing an incompressible
irrotational two-dimensional flow. Such a flow solves Euler’s equations.

To see this we start with Euler’s equation in the form given in Eq. 12.7 :

2

3tu+(V><U)><u=—V(p+u2+x>, (13.20)
p

where Y is the gravitational potential. For our irrotational flow the vorticity V x u vanishes.

Substituting 4 = V¢ on the left-hand side and moving the time derivative through the gradient

we obtain

V(0,9) ==V (i + u; + x) , (13.21)

This equation is satisfied if the pressure is given by

i
2
p=—p <8t¢ + % + X) + constant. (13.22)
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Example 13.3. Consider the complex potential

w(z) = 527 = G+ iy = 50 = 3P) + iazy = ¢ + i, (13.23)

We recognise the stream function ¥ = axy to be the one for the stagnation flow in Example 13.2.
We obtain the velocity field from the derivative of the complex potential:

dw

g, =aw + iay, (13.24)

so u, = ax and u, = —ay, which again agrees with Example 13.2.

Example 13.4. Consider the complex potential

w(z) = aez, (13.25)

so that the derivative is just
Z—Z = ae'® = a(cos o + isin ) (13.26)
from which we can read off that u, = acosa and u,, = —asina. This is a constant flow at an

angle —a to the horizontal.
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14 Flow around a cylinder, circulation, and the
Magnus effect

In this lecture we will explain a fascinating phenomenon: a rotating cylinder flying through
air experiences a sideways force perpendicular to the direction of motion. The effect is named
after the German physicist Heinrich Gustav Magnus, who first described it in 1852.

The Magnus effect has important applications in sports and engineering. In sports, the effect
is used to control the flight of balls, such as in soccer, baseball, and cricket. By spinning the
ball, players can create a curved trajectory that is difficult for the opposing team to predict.
In engineering, the effect is used to design a range of devices, such as helicopter rotors, wind
turbines, and rotating cylinders used in certain industrial processes.

The Magnus effect arises due to the interaction between the spinning object and the surround-
ing fluid. As the object moves through the fluid, it creates a region of high pressure on one
side and a region of low pressure on the other side. The direction of the pressure difference
is perpendicular to the direction of motion, and the resulting force causes the object to move
sideways.

For us the calculation of the force acting on the rotating cylinder will be a good warm-up for
our later task of calculating the lift force acting on an aerofoil. We will meet the concept of
ctrculation, which is the quantity that determines the strength of the lift force.

You find content related to this lecture in the textbooks:

o Acheson (1990) sections 1.6 and 4.5
o Batchelor (2000) section 6.6

14.1 Flow around a cylinder

We are on the way to describing the flow around an aerofoil. We want the flow to have the
following three properties:

1. The flow is two-dimensional, incompressible and irrotational.
2. Far away from the aerofoil, the flow should be uniform and straight.

3. On the surface of the aerofoil, the flow follows the surface.
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We will now argue that the flow described by the complex potential

R2
w(z) =a (z + ) (14.1)

z
has these properties, albeit for a cylindrical aerofoil of radius R centred on the origin, as
depicted in the first picture in Figure 14.1. We’ll see in the next lecture how we can deform
the cylinder to a more aerofoil-like shape. Let us verify the three properties.

1. Any flow described by a complex potential is two-dimensional, incompressible and irro-
tational.

2. Far away from the origin, |z|] < 1 and the term in w that is proportional to 1/z becomes
irrelevant and w(z) ~ az. We have already seen in Example 13.4 that this corresponds
to a uniform horizontal flow.

3. The flow is a steady flow, so it follows the streamlines. The streamlines are lines where
the stream function is constant

So we need to show that the stream function is constant on the circle of radius R.
The stream function is the imaginary part of the complex potential, so we evaluate the
complex potential at all points of the form z = Re?:

. . R2
w(Re?) =a (Rele + Re"9>

=aR (e’ + e ) = aRcos .

(14.2)

Thus, on the circle of radius R the complex potential has no imaginary part, i.e., the
stream function is zero there, hence constant.

14.2 Circulation

We now look at a flow around a rotating cylinder, in which the air close to the cylinder is
rotating along with it, as depicted in the second flow in Figure 14.1. ! We start with the
complex potential

w(z) = ialog z. (14.3)

This is holomorphic outside the cylinder.

LOf course in a perfectly inviscid fluid the cylinder would not be able to drag the fluid along with it due to the
absence of shear forces, so we can not describe how this circulating flow is created, but once it is established
we can describe it.
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We find the velocity field from the derivative

dw ia  da  da(z —1y)
dZ_Z_x+'iy_ $2+y2 (144)
ay . —ax ’
= —1 .
2 + y2 2 + y2
Introducing 7? = 22 + y? we read off the velocity components
a a
Uy = 5Y and  u, = — 3% (14.5)

This is similar to the circular flow from Example 10.1 just with an extra factor of —a/r?, so this
flow too is a circular flow, but with its angular velocity ) decreasing with increasing distance
from the centre, 2 = —a/r. It is easy to look at this in polar coordinates: we simply need to
write z = re’®. We then have

w(z) = ialog z = ialog (re')

. . . (14.6)
=ia (logr + i) = —ab + ialogr.

So the velocity potential is ¢ = —af and the stream function is ¢ = alogr. The streamlines
are lines of constant v, so lines of constant r, hence circles centred on the origin.

Remember that any flow described by a complex potential is irrotational. Yes, the fluid rotates
around the origin, but an extended particle placed in the fluid does not rotate around its own
axis. Now, if you do not believe this, in spite of the maths, you can also do the experiment.
You can create something close to this flow by filling your bathroom sink and then pulling
out the stopper. You will observe that the angular velocity of the water decreases with the
distance from the plughole. If you glue together two matches to form a cross and place them
on the water, you will see the cross circling the plughole, but without rotating around its own
axis. Instead its orientation will stay constant. The vorticity of the flow is zero. To make
the situation even more perverse, this flow is called the line vortex flow, in spite of its zero
vorticity.

While the line vortex flow is irrotational, it has non-zero circulation.

Definition 14.1. The circulation I' of a velocity field along a closed curve C' is the
line integral of the velocity field along that closed curve,

F:fudm (14.7)
C

Thus the circulation is a measure of the net flow of fluid around the curve, and it contains
information about the strength and direction of the fluid motion. If as the closed curve we
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choose the surface of an obstacle to the flow, like the cylinder in our example, we get the
circulation around that obstacle. We will see that the lift force experienced by the object is
proportional to that circulation.

The circulation is a scalar quantity that can be positive, negative, or zero, depending on the
direction and strength of the fluid flow. If the fluid flows around the curve in a clockwise direc-
tion, the circulation is negative, and if it flows in a counterclockwise direction, the circulation
is positive. If there is no net flow around the curve, the circulation is zero.

According to Stoke’s theorem,

iu-d:p:/S(qu)dS, (14.8)

where S is a surface enclosed by C. If the flow is irrotational, so that V x w = 0, this seems
to indicate that the circulation will always be zero. However this argument only works if the
vector field is defined everywhere on the surface S. This will not be the case if the curve C
encircles a line along which the vector field is not defined. This is the case for the line vortex
flow, which is undefined along the entire z axis.

For a two-dimensional flow with a complex potential w, the line integral for the circulation I'
in Eq. 14.7 can be written as a contour integral in the complex plane. To derive this we start
with the fact that dw/dz = u, — iu,. Hence

dw . )
fé Edz = jlg(uz —iu,)(dz + idy)

(14.9)
= jlg(uxdx—i-uydy) —i?{(uydaj—uxdy)
C C

Thus

d
F—?{u-d—%(uzdx+uydy)—Re(7{wdz). (14.10)
c c c dz

In the example of the vortex flow with the complex potential w = ialog z this gives

T = Re (?f mdz) = —ora. (14.11)
(o] z

The contour integral was easy to perform thanks to Cauchy’s residue theorem. It is nice to
see how vector calculus and complex analysis merge to be helpful in fluid dynamics.

80



14.3 Magnus effect

We now explain the Magnus effect, whereby a spinning cylinder in an air flow will experience
a force perpendicular to the airflow. This is similar to the phenomenon of curve balls, except
that the flow around the cylinder can be described by a two-dimensional flow unlike the flow
around a spinning ball.

-+

Figure 14.1: The flow around a rotating cylinder moving through still air is obtained as the

sum of the flows from the previous sections, which individually did not create a
lift force.

The idea is that near the rotating cylinder the air is dragged along, leading to a flow as depicted
in Figure 14.1, with a faster flow above the cylinder than below the cylinder. This flow can be
obtained by adding a line vertex flow (see Section 14.2) to the flow around the non-rotating
cylinder (see Section 14.1. If we add two complex potentials, we again obtain a valid complex
potential (because the sum of two holomorphic functions is again holomorphic). So we use the

complex potential
2

w(z) =a (z + R7> + iblog z. (14.12)

The stagnation points — the points at which the flow velocity is zero — are where the velocity of
the line-vortex flow exactly cancels the velocity of the flow around the non-rotating cylinder.
They are moved downwards by the clockwise rotation of the cylinder.

81



Bernoulli’s theorem for irrotational flow gives us the pressure as
p= —gu2 + constant. (14.13)

We do not care about the value of the constant because the force is caused only by pressure
differences. In order to calculate the force acting on the cylinder we need to calculate the
pressure everywhere on the surface of the cylinder, so we need the velocities there. We calculate
these by taking the derivative of the complex potential and evaluating it at z = Re®,

d R? b , b .
d—w =a (1—2> +2 :a(l—e*me)—i—%e’w
“ i “ " (14.14)
— ¢ (2iasin(f i) .
e ( iasin(0) + 7
From this we get the square of the velocity as
2 _ 2 2 _ ; oy |dw ’
u® = uy +uy = (u, — zuy)(uw + zuy) =5
) (14.15)
b
= |2asinf — —
( a sin R)
and thus the pressure at the surface of the cylinder is
b
p(0) = —2p (a2 sin® 6 — ap sin 9) + constant. (14.16)

This now allows us to calculate the force dF' on an infinitesimal angular segment of the cylinder
between 6 and 6 + df. The force is constant along the length of the cylinder, so we calculate
just the force per unit length. According to the definition of the pressure this force is

dF(0) = —p(0)ndl = —p(8) nR dob. (14.17)
where n is the outwards normal. We are interested in the y component of this:
dF,(0) = —p(0) Rsin 6 db. (14.18)

Integrating this over the entire circle of radius R gives

27
F,= —/0 p(0) Rsin 6 df

27 14.19
= / 2p <a2 sin® 0 — CL2 sin” 9) Rdf ( )
b R

=2mpab.

So we have derived that the cylinder experiences a non-zero lift force that is proportional to
the air density, the velocity of the air flow, and the angular velocity of the cylinder.

I encourage you to also calculate the z component of the force and to discuss the result.
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14.4 A comment on units and dimensions

When describing the real world, quantities have units and dimensions. For example, the
radius of a cylinder has dimension of length and can be measured in either meters or feet or
centimetres or .. There are three ways to deal with this:

1. Agree on a system of units and measure everything in terms of these units. The most
common system is the SI system, where length is measured in meters (m), time - in
seconds (s), mass - in kilograms (kg). So we would write

radius = R meters

and then work with R in our formulas. This seems natural to a mathematician because
it means that the mathematician never has to think about units and dimensions because
there is an agreed way to express all quantities as just numbers. But one looses some
benefits.

2. Choose units that are natural for the problem at hand. For example if the radius of the
cylinder is the most important length in the problem, then it is natural to measure all
other lengths as multiples of this radius. This has the nice effect that

radius = 1 radius.

None of the formulas will ever have to involve a parameter R. By similarly choosing a
natural time and a natural mass, we can get rid of 3 parameters. This is why applied
mathematicians sometimes like this approach because it leads to simpler expressions.
It goes by the name of “non-dimensionalisation”. Theoretical physicists use it to set
c=h=G=1.

3. Don’t specify units and keep all quantities as dimensionful quantities. So
radius = R.

This has the disadvantage over the previous approach that it does not reduce the number
of parameters. But it has the advantage that we have an easy way to check whether the
equations we derive make sense. If in any equation the different terms do not all have
the same dimension, then we know we have made a mistake. For people like me who
make mistakes very easily, this is very valuable.

It is clear that the first approach above has no advantages, because it neither decreases the
number of parameters in the equations nor gives us a way to use the dimensions of the terms
in the equation as a check. Nevertheless, unfortunately, it is often adopted by mathematicians
and we did so in this lecture. Take a look for example in Eq. 14.12 :

R2
w(z) =a (z + ) + iblog 2.
z
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The fact that it contains log z shows that z is dimensionless (because you can’t take the log of
a dimensionful number). Thus we did not take approach 3. The fact that it still contains R
means that we did not take approach 2, i.e., z is not measured in multiples of R.

We will switch to using approach 3 for the rest of the module to always have a check on the
results.
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15 Why airplanes fly

Our calculation of the lift on the rotating cylinder in the previous section was very specific to
the particular example. In this section we will see that, by using complex analysis techniques,
we can get an expression for the lift force that works more generally. The result turns out
to be independent of the details of the flow and only involves the flow velocity far from the
aerofoil and the circulation around the aerofoil.

You will not be examined on the material in this section. But I hope that it shows you a nice
example of how powerful advanced mathematics (complex analysis in this case) can be when
brought to bear on an applied problem (the lift on an airplane wing in this case).

You find content related to this lecture in the textbooks:

o Acheson (1990) sections 4.6 to 4.11
« Batchelor (2000) section 6.6
o Paterson (1983) sections 16.5 and chapter 17

15.1 Blasius theorem

Theorem 15.1 (Blasius theorem). The force F per unit length on an aerofoil in an incom-
pressible, irrotational flow described by a complex potential w(z) is given by

2
—ip —i? (2
E, ZFy_Z27£(dz> dz, (15.1)

where C' is any contour encircling the aerofoil.

In this subsection we will derive this expression. For this purpose we first consider the force
dF on an infinitesimal segment of length dl of the cross section of the aerofoil. In terms of the
angle 6 that is indicated in Figure 15.1 we have

dF, =pcosfdl, dF,=—psinfdl, (15.2)

and thus
dF, —idF, = p(cosf +isinf)dl = pedl. (15.3)
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Notice how by reinterpreting the z-y plane as the complex plane we can avoid having to deal
with sines and cosines.

The flow is tangential to the aerofoil, so the velocity components are
u, = |ulsin®, u, = |u|cos0. (15.4)

We can relate that to the derivative of the complex potential,

dw

5 Ua T iu, = |u| (sin@ —icosf) = —i|ule®, (15.5)
z
and thus p

lu| = z’e*wd—f. (15.6)

This makes it easy to calculate

2
u? = —e 21 (dw) . (15.7)
dz

We can use this in Bernoulli’s theorem for irrotational flow (in the absence of body forces) to
find the pressure

o (dw\”
p= —gu2 + constant = ge’me (i:) + constant. (15.8)

The value of the constant is irrelevant because only pressure differences create forces. Substi-
tuting this expression

dF, —idF, = p(cosf + isin)dl = pe’® dl

2
(?) e 0d]
z

2 (15.9)
(C(?U) (cos@dl —isinfdl)

z

where we used that
dr = —sinfdl, dy=—cosfdl and dz=dx+idy. (15.10)

We can now integrate this along the aerofoil to get the total force on the aerofoil as

2
—ip =P (W
E, ZFy—z27£<dz> dz. (15.11)

Because we are integrating a holomorphic function, the result will be the same no matter
which contour C' we are using, as long as it encircles the aerofoil once in a counterclockwise
direction. We have thus derived Blasius’ theorem.
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15.2 Kutta-Joukowski lift theorem

We now simplify the expression for the force acting on an aerofoil that we derived in the
previous subsection even further by considering the Laurent expansion

dw a; Qo

dw _ 4 Gy 15.12
dz o + z +22+ ( )

(You can find a discussion of Laurent expansions in your lecture notes from ‘Functions of a
complex argument’) We know that the velocity far away from the aerofoil (which we will
denote as u(o0)) has to be finite, and therefore the Laurent expansion of dw/dz can not have
any terms with positive powers of z. Far away from the aerofoil we have

d
m 2= ay = u,(00) —iu,(co). (15.13)
We also get the Laurent expansion

dw\ 2 2ana a? + 2a,a
— ) dz=a? 01 L 02 4 ... 15.14
(dz) p=aj 0 AT 0 (15.14)

Using this in Blasius theorem and using Cauchy’s residue theorem gives us

2
) P dw
F,—iF, =i 27£ (E) dz = —2mpaga,. (15.15)

We get a; from the contour integral of dw/dz:
2mia —%dwdz—%(u —iu,)(dz +idy)
1= . dz - - T Y Yy

= }Ig(uzdaj + u,dy) + %(iuzdy — i, dz) (15.16)
c

=§z§u-d:c+z'7§w-dx.
C C

The second term vanishes. To see this consider integrating along the aerofoil. Because the
flow follows the surface of the aerofoil, this means that that surface is a streamline. Thus the
streamfunction v is constant along the contour, hence V1 - dz = 0. The remaining first term
is just the circulation I'. Hence we have that

r

= —. 15.17
N i (15.17)

Substituting our results for a, and a; into Eq. 15.15 gives
F, —iF, =ip(u,(00) —iu,(c0))T, (15.18)
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from which we can extract the real and imaginary parts to get our final result:
F,=pTlu,(o0), F,=—pTlu,(co). (15.19)

As promised, the forces depend only on the circulation and the velocity far away from the
aerofoil.

Let us check that this reproduces the results from Section 14.3 on the Magnus effect. There
we had u,(00) = 0 and thus F,, = 0. Thus there is no drag force. (In the real world of course
there is drag, which will be created by the turbulent wake behind the cylinder, but we are not
modelling that.) We also had u,(c0) = a and I' = —27b so that F, = 2mpab, which reproduces
the old result in Eq. 14.19 .

15.3 Conformal mappings

From the previous lecture we have a flow around a cylindrical aerofoil. We want the flow
around a less symmetrical shape that is rounded at the front but has a tip at the end. This
is illustrated in Figure 15.2. We are going to use a conformal mapping that maps from one to
the other.

kﬂw

-_

Figure 15.2: A conformal mapping f from the region D outside a disk A to the region D outside
the cross section A of an aerofoil.

Let A be the cross section of a cylindrical aerofoil, i.e., a closed disc, with radius R, centred
at z = —\. Let A be the desired cross section of the aerofoil. Then D =C Aand D=C A
are the regions outside the aerofoils.

Let f: D — Dbea holomorphic invertible function. View this as a map from the region in one
complex plane to another, which we will refer to as the z plane and the Z plane respectively,
where Z = f(z) = & + iy. We want to know what happens to the fluid flow under this map.
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We introduce the complex potential on D to be everywhere identical to the complex potential
at the corresponding point in D, i.e.,

W(2) = w(z) = w(f~1(2)). (15.20)

This is a holomorphic function on D. It gives us the vector potential qg and the stream function
1 on D as usual:
w(%) = ¢(Z,7) + 1p(Z, 7). (15.21)

Because the stream function 1(%) on D takes the same values as the original stream function
1 on the corresponding point on D, the stream lines on D get mapped by f to streamlines on
D. We can find the mapped velocity field on D from the complex potential @ as

dw . . d 1/

—_— =Uu,, — MU, = —=W z

=i, i, = ()

_dwdf (%) dw/dz

- dz  dZ f

(15.22)

where we used that the derivative of the inverse function f~! is the reciprocal of the derivative
of the function f. Thus we find that the components of the velocity field are simply rescaled
by f’ at every point.

We now consider how angles behave under the mapping f. See Figure 15.3 for a drawing
illustrating the following discussion. We consider an infinitesimal line from some point z, to
point z, + 0z for some infinitesimally small 6z. This gets mapped into a line from Z;, = f(z)
to
/ (52)2 V4
= f(z0) + 62 f'(20) + 5 f"(20)+ (15.23)

5 n
- <;!>f(n)<zo) 4o

In the case where f(™)(z,) = 0 for all n < m and f"™(z,) # 0 this gives

(52)™

0% = flzg +02) =

™) (2,) + higher-order terms. (15.24)

The higher-order terms can be neglected for infinitesimal dz. For the angle that the line
segments make with the horizontal we find

arg(02) = m arg(6z) + arg(f™(z,)). (15.25)

Let us now consider a second infinitesimal line element from z; to z;+ d2,, which gets mapped
into a line from %, to Z, + 6z, and consider the angle

0 = arg(dzy) — arg(dz) (15.26)
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Grg (5|2,

Figure 15.3: A figure illustrating the change in angle under the holomorphic mapping f.

between them. This gets mapped to
0 = arg(6%,) — arg(63)

(15.27)
=m arg(dz,) —m arg(dz) = méb.

Thus the angle is multiplied by the integer m. But f’(z) # 0 for all z in D because otherwise f
would not be invertible. Hence m = 1 and all angles are preserved. This is why such mappings
by holomorphic invertible functions are called conformal mappings.

15.4 Joukouwski mapping

We want the aerofoil to have a cusp at the trailing edge, see Figure Figure 15.2. We will see
soon why that is important. At the cusp the angle between the upper and lower surfaces of
the aerofoil is 27. In the original cylindrical aerofoil the angle is everywhere equal to w. So
we need to choose a conformal map f that, when extended to the surface of the aerofoil, has
a vanishing derivative at the point ¢ = R — A but a non-vanishing second derivative,

f'(e)y=0 and f"(c) #0, (15.28)
because then, according to Eq. 15.27 | the angles at z = ¢ are doubled.

We also want the conformal mapping to not affect the flow far away from the aerofoil. We
know from Eq. 15.22 that the velocity is scaled by a factor of f’, so we need
lim f(z) = 1. (15.29)

|z| =00

A function f that satisfies the conditions in Eq. 15.28 and Eq. 15.29 is

CQ

f(z)=2— ~ (15.30)
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It is holomorphic on D because the poles at z = +c are not in D. The point z = —c lies inside
the aerofoil and the point z = ¢ on its surface.

We now start with the flow around the cylinder discussed in the section on the Magnus effect,
described by the complex potential

R2
w(z) =a (z + ) +iblogz. (15.31)
z

We rotate everything by an angle o counterclockwise and shift the centre of the cylinder to
the left by A . This is achieved by replacing z by (z + A)e™*®. We also make the argument
of the logarithm dimensionless by dividing by R, see discussion in section Section 14.4. This
thus gives the flow on the left in Figure 15.4.

Figure 15.4: The Joukowski mapping f maps the flow around the cylinder to the flow around
the aerofoil.

We set b = —I'/(2mrR). So we use

. R?* . il" z4+ A
= Ae e — 1 . 15.32
w(z) a((z+ Je +Z+)\e ) 57 08 R (15.32)
From the derivative of this complex potential
dw : R? . L1
o _ —ia _ ia ) T 15.33
dz a(e (z+)\)2e ) 2mz+ A ( )
we see that far away we have constant flow at an angle « to the horizontal:
d )
lim 22 — ge~i® = gcosa — iasina
|zl =00 dz (15.34)

= u, (00) — iu,(c0).
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By calculating the contour integral along a contour surrounding the aerofoil using Cauchy’s
residue theorem we find that the circulation is

74 d—wdz = 2mi (—ZF> =TI. (15.35)
e dz 27

We can now use Eq. 15.22 to find the velocity field after applying the conformal mapping f:

div  dw/dz
PR
. R il 1
—ia ia | _ T 15.36
a(e (z+)\)2e ) 2z + A ( )
a (R—))? '
-

We note that due to the zero of the denominator at z = R — A the velocity is infinite at that
point unless the numerator vanishes at that point, i.e., unless

I' = —4maRsin . (15.37)

The cusp at the rear of the aerofoil forces the airflow to have this particular amount of circu-
lation.

We can therefore now use the Kutta-Joukowski theorem to determine the lift force:
F, = pl'u,(c0) = 4mp a® Rsin o —sin ),

. (15.38)
F, = —pl'u,(c0) = 4mpa® Rsina(cos a).

We used the fact that the mapping did not change the velocity far away and did not change
the circulation because w(Z) = w(z) and thus

di d
?f Wz = f i =1, (15.39)
o dZ 10 dz

due to the fact that the contour f~1(C) also surrounds the cylinder in the counterclockwise
direction.

We have thus found that the lift force is acting at an angle a to the vertical and has a magnitude
of
47tpa® Rsina. (15.40)
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16 Surface waves 1

We will now look at an example that combines the two topics of this module: waves and fluids.
We will look at the waves on the surface of water. As waves move over the surface, of course
the fluid below the surface needs to rearrange, so the shape of the wave and the flow of the
fluid are coupled.

You find content related to this lecture in the textbooks:
o Acheson (1990) section 3.2
o Baldock and Bridgeman (1983) sections 10.1, 10.2 and 10.3.1

o Paterson (1983) sections 13.1 - 13.3
o Braithwaite (2017) section 5.1

If we use the y coordinate as the vertical coordinate we can describe the surface by the equation
y = n(z, z,t) for some function 7. We will simplify our calculations by looking for plane waves.
We choose the z axis to point in the direction along which the plane wave is constant. Then
we can describe the surface by a function 7(z,t) that is independent of z. This is depicted in
Figure 16.1. This will lead to a two-dimensional flow in the fluid that we can describe by a

velocity field u = (u, (7, y,t),u,(z,y,t),0).
;7(7‘ €)= 7

11 / |
//7\—@ /

-

z/ |/

Figure 16.1: Plane wave on the surface of water described by y = n(x,t).

We further simplify the problem by assuming that the water is infinitely deep and infinitely
extended in the x and z directions, so that we do not have to impose any boundary conditions
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except at the surface. This is akin to how in the waves section of this module we first looked
at the infinite string.

We will assume that the flow of the water is irrotational. This is certainly justified if we think
of surface waves created for example by wind blowing over the surface of water at rest. This
means that we can describe the flow by a velocity potential ¢(z,y,t) so that u = V¢, or, in
components, u, = d,¢ and u, = J,¢.

We describe the water as an ideal fluid. In particular we treat water as incompressible, which
implies that the flow is divergence free:

V-u=V-Vo=Vp=082+0¢=0. (16.1)

This is the Laplace equation. The Laplace equation has many other applications in both pure
and applied mathematics. Solutions of the Laplace equation are known as harmonic functions.
You will meet them again in many other modules.

We have seen that the real part of any holomorphic function satisfies the Laplace equation.
But we are looking not for an arbitrary incompressible flow but one that fits the wave on its
surface. This means that next we need to write down equations that couple the shape of the
surface described by 7 to the flow of the water described by u or ¢. These are the surface
conditions.

16.1 Surface conditions

We consider the interface between the water and the air. We use the fact that the density
of the air is negligible compared to that of water and thus treat the surface as a free surface.
At such a surface there are two conditions: the kinematic surface condition and the dynamic
surface condition, which we will introduce in the next two subsections.

16.1.1 Kinematic condition

The kinematic condition states that fluid particles on the surface stay on the surface.

If we introduce the distance d of a point from the surface

d(z,y,t) =y —n(z,1) (16.2)
then the particles at the surface have d = 0 and this will stay constant as the particle moves

around, i.e.,
Dd
= 0yd +u-Vd = 0,d +u,0,d+ u,0,d

= - tn_umamn+uy:0

(16.3)

This is the kinematic surface condition and holds at all points at the surface, i.e., all points
with y = n(x,t).
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16.1.2 Dynamic condition

The dynamic condition states that the pressure at the surface equals the atmospheric pressure
Po-
According to Euler’s equation
p, 1,
dQu+(V xu) xu=-V ;4‘5“ +X/ (16.4)

where p is the pressure, p is the density and x is the gravitational potential. The left-hand
side simplifies for an irrotational flow described by a velocity potential ¢,

1
V(8,6) = -V (7; +ut X) . (16.5)
We can integrate this to give
1
0,6 + % +5ut+x = G(b) (16.6)

for some integration constant G(¢). (Note that by ‘constant’ in this constant we mean in-
dependent of the spatial variables. A time dependence does not affect the gradient.) The
gravitational potential is acting in the negative y direction, so x = gy. At the surface y = n
we have p = p, so

1
0y + u? + gn = G(t) - %0, (16.7)

where we have collected all the constant terms on the right-hand side. We now use that
shifting a potential by a constant does not make a difference because it is only the gradient
of the potential that is relevant. We can thus simplify the equation by shifting ¢ — ¢ + s(t)
where we choose s(t) such that s'(t) = G(t) — py/p. This new potential satisfies

1
00+ §u2 +gn=0 (16.8)

This is the dynamical surface condition and holds at all points at the surface, i.e., the points
with y = n(x,t).

16.2 Linear approximation

The surface conditions contain non-linear terms. That makes them impossible to solve an-
alytically. So we linearise the equations. For the kinematic surface condition Eq. 16.3 this
means

—ON — uxa

xT

n+u, =0-— —0n+u, =0. (16.9)
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We assume that the term that we are dropping is small, something we will need to verify later.
Even after dropping the quadratic term, there is still a complicated dependence on n which
we need to drop as well:

on(x,t) = u,(x,n(z,t),t) — On(z,t) = u,(z,0,1). (16.10)

This is the linearised kinematic surface condition that we will use.

Similarly we linearise the dynamic surface condition to

8t¢(x10at) = —977(90;75)- (1611)

16.3 Harmonic travelling wave solution

Our task now is to solve the equations 16.1, 16.10 and 16.11. We will do this with the harmonic
travelling wave Ansatz that we discussed in lecture 5':

n(z,t) = Acos(kx — wt). (16.12)

Then in order to have a chance of satisfying Eq. 16.11 we need to make the following Ansatz
for ¢:
o(x,y,t) = f(y) sin(kx — wi), (16.13)

where f(y) is an as yet undetermined function. To determine it we substitute this Ansatz into
the Laplace equation Eq. 16.1. This gives

—k? f(y) sin(kz — wt) + f”(y) sin(kx — wt) = 0. (16.14)
Dividing by sin(kz — wt) leaves us with a very simple ODE for f:
f"(y) =k f(y). (16.15)

The general solution is
f(y) = Dek¥ 4 Ee~kvy (16.16)

for some undetermined constants D and E. However E = 0 in the case of infinite deep water
because otherwise the function would go to oo as y — —oo.

Substituting into the dynamic surface condition Eq. 16.11 gives
—wf(0)cos(kx —wt) = —g A cos(kx — wt) (16.17)

and thus

_g4

w

D (16.18)

'We could include a phase as in lecture 5 but it would just come along for the ride and not add anything
interesting.
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Finally, substituting into the kinematic surface condition Eq. 16.10 gives
wAsin(kxr — wt) = f/(0) sin(kx — wt). (16.19)
Because f'(0) = kD = kg A/w, this gives
wWw?=kg or w=+kg. (16.20)
This is the dispersion relation.
So we have found a harmonic wave solution
n = Acos(kx — wt) (16.21)

for any wave number k and amplitude A, where w = ++/kg. Thus the wave moves with a

velocity of ¢ = w/k = +4/g/k. The flow underneath the wave is described by the velocity
potential

¢ = %ek@/ sin(kz — wt). (16.22)
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17 Surface waves 2

In this lecture we want to study the wave solution that we derived in the previous lecture. We
will first look at the paths that the particles in the fluid follow. Then we will investigate under
what condition the linear approximation that we made to simplify the surface conditions is
valid. Finally we look at the dispersion in the surface waves.

You find content related to this lecture in the textbooks:

o Acheson (1990) sections 3.2 and 3.3
» Baldock and Bridgeman (1983) section 10.3
o Paterson (1983) section 13.3

17.1 Pathlines

From the velocity potential ¢ in Eq. 16.22 we can read off the components of the velocity field
as
u, = 0,¢ = Awe*Y cos(kx — wt),

u, = 0,0 = AwePY sin(kx — wt).

(17.1)

The factor of e*¥ shows us that the velocity decreases exponentially with depth.

We want to understand how the fluid particles move, i.e., we want to determine the pathlines.

These satisfy

(t)

— =u(z(t),1). 17.2

= (), ) (17.2)
Unfortunately these nonlinear equations are too complicated to solve analytically. So we
linearise. We know from experience that, while the waves on the surface move over long
distances, the particles in the fluid are not swept away with the wave but only move up and

down and forth and back a little bit. So we write the position of the particle as
z(t) =z + 2(t), (17.3)

where Z is the mean position and the Z are assumed to be small. Substituting this into Eq. 17.2
and looking at the components gives
dz _
T~ Awel? cos(kz — wt),
(17.4)

~ AweFV sin(kz — wt).

dt
g
dt
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This is easy to integrate to

T~ —AefVsin(kz — wt),
- o ) (17.5)
y ~ Ae"Y cos(kx — wt).

This describes motion counterclockwise around a circle of radius Ae*? around the mean posi-
tion. When that radius is small, the pathlines are close to perfect circles. Closer to the surface
where the radius gets bigger the circle will get deformed a bit.

17.2 Validity of linear approximation

Now that we have the solutions to the linearised surface conditions we can check under what
circumstances the linearisation was a good approximation. For example in Eq. 16.9 we dropped
the term u,0,n. This is a good approximation only if the dropped term is much smaller in
magnitude than the terms that remain. So we need

[u, 0,m| < |u,]. (17.6)
Substituting our solutions from Eq. 17.1 and Eq. 16.21 gives
| Awer" cos(kx — wt) A ksin(kz — wt)| < |Awe* " sin(kz — wt)]. (17.7)

We can cancel a sin from both sides. The factors of cosine can be dropped because it only
takes values between —1 and 1. So, after cancellations, the condition becomes

|Ak| < 1. (17.8)
Written in terms of the wavelength A this becomes
A
A< —. (17.9)
27

So the amplitude of the wave must be small compared to its wavelength. This turns out to be
exactly the same condition that we also needed in our linearisation while deriving the equation
for waves on a string in lecture 1.

We made other approximations while we linearised the surface conditions and we need to check
whether they too are valid under the same circumstances. For example we replaced uy(:zt, n,t)
by u,(z,0,t). This is a good approximation if

|, (2,1, ) — u, (2,0,1)] < |u,(z,0,t)]. (17.10)
Substituting our solution gives
|Aw (e — 1) sin(kz — wt)| < |Awsin(kx — wt)|, (17.11)
which simplifies to
leFn —1| <« 1. (17.12)

This holds if |k 7| <« 1 which in turn holds if [k A| <« 1.

I leave it up to you to go through the approximations that we made in Section 16.1.2 to verify
that they too are good when |k A| < 1.
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17.3 Circular waves

You will have observed that when you drop a pebble into a pond, this creates waves that travel
outwards from the disturbance with circular wave crests. We can easily find the solutions
describing such circular waves by switching to polar coordinates r, 6 for the x-z plane such
that £ = rcos@ and z = rsin6.

The circular waves we are looking for look the same in all directions, so we will be looking for
solutions for the velocity potential ¢ and the surface function 7 that are independent of the 8
coordinate:

¢ = QS(T’ yvt)a n= 77<7’a75)-

The Laplace equation for the velocity potential ¢ then becomes

0=V32¢p= %8,?(1%;5) + 02¢. (17.13)

Introducing again the distance d from the surface, d(r,y,t) = y—n(r,t), the kinematic surface
condition in these coordinates is

Dd
— =0,d -Vd=0.d d o0,d
pi = Ot Vd=0d+ub,d+u,d, (17.14)
= - tn_urarn+uy = 0.
After linearisation this reduces to
On(r,t) = u,(r,0,1). (17.15)

This is the same as in the case of Carthesian coordinates, just with r taking the place of z.
Similarly the linearised dynamic surface condition becomes

9, ¢(r,0,1) = —gn(r,t). (17.16)

Thus the only difference between the problem of circular waves compared to the problem of
plane waves we studied earlier is that the 92¢ term in the Laplace equation has been replaced
by 1/r0%(r¢). This motivates us to make the modified Ansatz

1.
d)(rv Y, t) = f(y>; sm(kr - Wt)
Substituting this into the Laplace equation -Eq. 17.13 again gives the equation f” — k?f and
imposing that the solution must stay finite as y — —oo singles out the solution f(y) = D e*¥

for some constant D. Thus

1
P(r,y,t) = Deky; sin(kx — wt)
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Substituting this velocity potential into the dynamical surface condition -Eq. 17.16 gives
wD1
t) = ——cos(kr —wt
n(r,t) J (kr — wt)

and then the kinematic surface condition -Eq. 17.15 gives the dispersion relation

w=+Vkg.

This is identical to the dispersion relation for the plane wave solution.
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18 Wave packets

You find content related to this lecture in the textbooks:
o Coulson and Jeffrey (1977) section 92

Harmonic waves are not localised in x. Instead they are periodic in x and and have an infinite
number of crests and troughs. However, if you have ever thrown a pebble into a pond, you
will know that real-world waves are not like that. Instead you will see packets with a finite
number of crests and troughs moving away from the place where you dropped the pebble.

We will use the principle of superposition that we already discussed in lecture 4 that tells us
that the sum of waves of a linear wave equation is also a solution. We have already found
an uncountable family of harmonic plane wave solutions to the wave equation, parametrized
by the wave number k. We will use the harmonic plane waves in the complex exponential
notation that we introduced in lecture 5:

y(ﬂf,t) — Aei(kacfw(k)t)'

The superposition principle allows us not only to add a finite or countable number of solutions
to obtain a new solution but it also allows us to integrate together an uncountable number
of solutions by integrating rather than summing. It turns out that this makes it possible to
construct a localised wave packet.

So we look at solutions where we give an amplitude A(k) to the harmonic wave with wave
number k and then integrate over all wave numbers from —oo to oco:

M%ﬂz/A@MWWW%h (18.1)

—0Q

This is again a solution. There is of course no guarantee that such an integral gives a finite
result unless the coefficient function A(k) is chosen carefully to fall off sufficiently quickly
towards positive and negative infinity. Rather than discussing the general theory, which you
may meet in a future module on functional analysis, we are going to look at the most important
example: the Gaussian wave packet.
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18.1 Gaussian wave packet

Let the amplitude function A(k) be given by the Gaussian function

_ (k=kq)?

A(k) = e 2% (18.2)

for some real k, and positive . This function has a single peak at k = k; and rapidly decays
to zero away from it. The parameter ¢ is approximately the ‘half width’ of the peak. The
sketch of this function is shown in Figure 18.1 a).

To understand what this wave packet looks like in space, we first look at ¢ = 0, where we
have

r (k=ko)?
y(x,0) = /e S etk g, (18.3)
—0Q

To perform the integral we use a trick called “completing the square” whereby we move all k
dependence into the square in the exponential. So we rewrite the exponent as follows:

(k—ko)? . (k—ky—izo?)?* 2202
g +tkxr = — 52 + kg — 5
Using this in Eq. 18.3 gives
2 o[ k — ky — iz02)?
y(z,0) = e~ 2 gikon / exp <—< 0202sz ) ) dk. (18.4)

The integral over the Gaussian simply gives v/2mwo, so that we have the solution
o?a?\ .
y(x,0) = V2w o exp <—2> ethot, (18.5)

The factor e**o® represents a harmonic wave, the other factors represent a varying amplitude
(the envelope of the wave). The graph of the real part of Eq. 18.5 is shown in Figure 18.1 b.

Note that the half width of the wave packet is 1/0, i.e. it is inversely proportional to the
width of A(k). This means that that a more localised wave corresponds to a broader range in
k and vice versa. This property has an important consequence in quantum mechanics — the
uncertainty principle.

18.2 Moving wave packets and group velocity

If we have the standard wave equation, so that w(k) = ¢k with a constant ¢ (no dispersion),
then, according to Eq. 18.1, we have y(z,t) = f(z — ct) where f(x) = y(z,0) is given by
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Figure 18.1: Plot of the Gaussian amplitude function A(k) and the resulting Gaussian wave
packet.
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Eq. 18.5. Thus, if there is no dispersion, the wave packet propagates with the (constant) wave
speed ¢ without changing its initial form.

The situation becomes more interesting if there is dispersion, i.e., if w(k)/k depends on k. If
we assume that A(k) is well localised, i.e. o is sufficiently small, then only values of k in a
small neighbourhood of k; will contribute to the integral given by Eq. 18.1. With this in mind,
we replace w(k) with its Taylor expansion about k = k, keeping only two nonzero terms, i.e.

w(k) = wy + a(k — ko) + O(|k — ko[?),

where p
w
wy = w(ky), a= %(ko)-

Then Eq. 18.1 with A(k) given by Eq. 18.1 yields

y($,t) %/ e—%+i(km—wot—a(k—ko)t) dk

) X (kg2 "
— efz(wofa o)t e 202 ¢l (z—at) dk.
—00

We notice that the integral is similar to the one in Eq. 18.3 , just with x replaced by = — at,
so we can reuse the result from the previous section. In view of Eq. 18.5, we obtain

02(.7: ,)2

y(z,t) ~ V2roe T eilkor—wot), (18.6)

The factor e’Fo®=o?) represents a harmonic wave travelling with the wave speed ¢ = w,/kq,
while the other factors give us the envelope of the wave. Now, however, that envelope propa-
gates not with the wave speed ¢ but with the group velocity ¢, where

dw
Cg=a= %(ko).

In general, the group velocity is different from the wave speed. It is equal to the wave speed
only if there is no dispersion.

In the wave packet in Eq. 18.6 the shape of the envelope does not change over time as the wave
packet travels through space. However, if we keep the quadratic term in the Taylor expansion
of w(k), we see that there are some changes in the shape of the wave packet over time. The
width of the Gaussian envelope will increase with time.

18.3 Strange experiences of a water strider

Imagine a water strider sitting on the surface of a pond (a water strider is an insect that is light
enough to be able to sit on water). It sees a wave packet approaching, say with 6 noticeable
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wave crests. How often do you think the water strider will move up and down as that packet
with its 6 wave crests moves past? The answer is 12! We’ll now derive this.

We have derived in Chapter 16 that the harmonic wave n = Acos(kx — wt) is a solution
describing a surface wave if w = 4++/g k. The wave moves with the wave speed

_w_ . Je_ . |9
c=fomfiou /2

We see that longer waves move faster than shorter waves.

We observed in the previous subsection that a wave packet with wave numbers localised around
wave number k£ moves with the group velocity. We can now calculate this group velocity for

our surface waves:
dw 1 /g 1
= — = if — = —C.
9 dk 2VEkE 2
So for water waves the group velocity is half the phase velocity. This explains why the water
strider moves up an down twice as often as one would have expected by looking at a snapshot

of the wave packet.

Cc
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